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Many conventional statistical signal-processing methods treat random signals as if they were statistically stationary, that is, as if the parameters of the underlying physical mechanisms that generate the signals do not vary with time. But for most man-made signals encountered in communication, telemetry, radar, and sonar systems, some parameters do vary periodically with time. In some cases even multiple incommensurate (not harmonically related) periodicities are involved. Examples include sinusoidal carriers in amplitude, phase, and frequency modulation systems, periodic keying of the amplitude, phase, or frequency in digital modulation systems, periodic scanning in television, facsimile, and some radar systems, and periodic motion in rotating machinery. Although in some cases these periodicities can be ignored by signal processors, such as receivers that must detect the presence of signals of interest, estimate their parameters, and/or extract their messages, in many cases there can be much to gain in terms of improvements in performance of these signal processors by recognizing and exploiting underlying periodicity. This typically requires that the random signal be modeled as cyclostationary or, for multiple periodicities, poly-cyclostationary, in which case the statistical parameters vary in time with single or multiple periods. Cyclostationarity also arises in signals of natural origins, because of the presence of rhythmic, seasonal, or other cyclic behavior. Examples include time-series data encountered in meteorology, climatology, atmospheric science, oceanology, astronomy, hydrology, biomedicine, and economics.

Important work on cyclostationary processes and time-series dates back over three decades, but only recently has the number of published papers in this area grown exponentially. Fueled by recent advances in applications to communications, signal processing, and time-series analysis that demonstrate substantial advantages of
exploiting cyclostationarity in both design and analysis, the appetite for learning about cyclostationarity exhibited by research and development communities in areas such as wireless and cable communications, signals intelligence and covert communications, and modeling and prediction for natural systems (hydrology, climatology, meteorology, oceanology, biology/medicine, economics, etc.) has outgrown the available tutorial literature. This edited book is intended to help fill this void by presenting individual tutorial treatments of the major subtopics of cyclostationarity and by featuring selected articles that survey the latest developments in various specific areas.

The book is composed of two parts. Part I consists of six chapters, the first four of which are adapted from the four plenary lectures at the Workshop on Cyclostationary Signals, which was held August 16–18, 1992, at the Napa Valley Lodge in Yountville, California. Part II consists of seven articles. Part I is a strongly tutorial and provides in-depth surveys of major areas of work. Similarly, Part II, which focuses on more specific topics, also has a tutorial survey flavor. Each of these two parts treats both theory and application.

Chapter 1 provides a historical perspective on cyclostationarity and discusses in detail both the practical and mathematical motives for studying cyclostationarity. It also treats the philosophy of aesthetics and utility that underlies alternative conceptual/mathematical frameworks within which theory and method can be developed. The latter half of the chapter surveys the theory and application of wide-sense cyclostationarity, touching on the problems of detection, modulation recognition, source localization, and extraction of highly corrupted signals, and the roles that the spectral-line generation and spectral-redundancy properties of cyclostationarity play in tackling these and other problems. This chapter provides an introduction to cyclostationary signals that serves as a foundation for the remainder of the book.

Chapter 2 provides an overview of the recently formulated theory of higher-order temporal and spectral moments and cumulants of cyclostationary time-series. It is shown that the nth-order polyperiodic cumulant of a polycyclostationary time-series is the solution to the problem of characterizing the strengths of all sine waves that are produced by multiplying n delayed versions of the time-series together, with the parts of those sine waves that result from products of sine waves that are present in lower-order factors of the nth-order product removed. Thus, the study of higher-order cumulants is motivated by a practical problem that arises in signal processing. The chapter also discusses other motivations for studying the moments and cumulants and provides a historical account of cumulants and their uses. The properties of these statistical functions that render them useful in signal processing are discussed and compared to the properties of similar statistical functions for stationary time-series. Applications of the unique signal-selectivity property of the polyperiodic cumulants to the tasks of weak-signal detection and source location are briefly described.

Chapter 3 provides an overview of sensor array processing for cyclostationary signals, focusing on adaptive spatial filtering and direction-of-arrival estimation, and presenting some new results on blind equalization and channel identification. It briefly describes many recently introduced methods and highlights their advantages

and disadvantages relative to each other and to more conventional techniques that ignore cyclostationarity. Applications of cyclostationarity-exploiting methods to existing problems in array processing and to the design of new wireless communication systems are suggested.

Chapter 4 supplements the material on cyclostationary processes by reviewing the basic theory of periodically and polyperiodically time-varying linear systems. Such systems are extensively employed as filters for processing and modeling cyclostationary signals. Various input-output and state-variable descriptions together with filter structures that are appropriate for implementing the desired response characteristics in both continuous- and discrete-time are discussed. The chapter concludes with a brief discussion and some examples of polyperiodic filtering for waveform extraction.

Chapter 5 provides an overview of the state-space theory of cyclostationary processes in discrete time. The three alternative descriptions, (i) jointly periodic autocovariance functions, (ii) state-space stochastic models (Markovian representations), and (iii) autoregressive moving average models with periodic coefficients, are investigated, and connections among them are explained. Innovations representations, linear prediction, spectral factorization, and model identification are all studied and the current state of knowledge on these topics is summarized.

Chapter 6 provides a review of the spectral theory of cyclostationary (periodically and almost periodically correlated) random processes and of existing results on the consistent estimation of the Fourier coefficients of the autocorrelation function and their Fourier transforms, the spectral correlation densities. The representation of these processes in terms of sets of jointly stationary processes and in terms of unitary operators also is reviewed.

Article 1 in Part II addresses the joint transmitter/receiver optimization problem for multiuser communications and presents a coherent view of system design approaches that include different but related multiinput/multioutput models on the basis of analytical optimization. The present state of knowledge in this area is summarized, and the potential for suppression of cochannel interference that is afforded by the cyclostationarity of the signals is emphasized. The results demonstrate analytically that greatly improved cross-talk rejection is achievable when the spectral correlation property of the cyclostationary signals is properly exploited.

In Article 2 the objective is to provide insight into the nature of the self-noise that is present in the timing wave produced by a square-law synchroizer acting on a cyclostationary pulse-amplitude modulated signal and to provide a quantitative analysis of the mean square phase jitter in the timing wave. The results obtained show explicitly how the design and performance analysis of the square-law synchronizer is characterized by the spectral correlation function and the fourth-order spectral-moment function of the signal.

Article 3 provides a tutorial review of recent methods for multipath channel identification using known test signals. By exploiting the signal-selectivity properties of the cyclic autocorrelation function or the associated spectral correlation func-
tion, these methods can perform well in severely corruptive noise and interference environments. Several such identification methods are compared in terms of their performance characteristics by analysis and simulation.

Article 4 provides a brief overview of the various approaches to blind channel equalization and identification that have been reported in the literature and then explains the potential advantages to be gained by exploiting the cyclostationarity of digital-quadrature-amplitude-modulated signals. The theoretical possibility of accomplishing blind identification with the use of only second-order statistics is explained, and a frequency-domain approach is described.

The fifth article presents a time-domain approach to the blind channel equalization and identification problem. The results of simulations presented therein suggest that exploitation of second-order cyclostationarity can be an effective alternative to methods that ignore it in favor of higher-than-second-order statistics. A connection between the frequency-domain and time-domain approaches also is explained.

Article 6 reviews the theory and implementation of digital spectral correlation analysis. The performance characteristics and computational requirements of various algorithms based on either time smoothing or frequency smoothing are compared analytically, and two specific implementation studies are briefly presented.

Article 7 briefly reviews recent developments in the theory of prediction for cyclostationary processes. The fundamental role in the theory played by multivariate stationary representations of univariate cyclostationary processes is explained, and both discrete-time and continuous-time processes are considered.

The chapters in Part I and articles in Part II collectively cover a wide range of topics in the theory and application of cyclostationarity. We hope that the tutorial style of these contributions coupled with the broad survey and comprehensive reference lists they provide will make this volume instrumental in furthering progress in understanding and using cyclostationarity not only in the fields of communications and signal processing, but in all fields where cyclostationary data arises.
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Chapter 1

An Introduction to Cyclostationary Signals

William A. Gardner
Statistical Signal Processing, Inc.
www.sspi-tech.com
1909 Jefferson Street
Napa, CA 94559

This introductory chapter has five objectives. The first is to give a broad but thorough view of the status of the development of the theory and application of cyclostationary signals. This entails discussing and answering the following questions: What is cyclostationarity? How is it useful? Why publish a book on cyclostationarity? What are some of the seminal contributions to the study of cyclostationarity? and What are some of the specific motivations—both practical and mathematical—for studying cyclostationarity?

The second objective is to explain the philosophies behind the two alternative approaches to the subject: the orthodox approach based on stochastic processes and ensemble averaging and the more recently developed approach based on nonstochastic time-series and time averaging. Since some controversy regarding these two approaches is said to exist (it is more misunderstanding than it is controversy), the
discussion here is intended to be particularly thorough, including both pragmatic and mathematical arguments and illuminating both strengths and weaknesses of each approach. The goal is to provide a sound basis for choice for everyone interested in studying cyclostationarity.

The third objective is to provide a comprehensive introduction to the principles of second-order cyclostationarity, which involve only second-order statistical moments of signals in the time and frequency domains. This treatment considers primarily discrete-time signals, and in this way it complements previous treatments by this author, which focus on continuous-time signals.

The fourth objective of this chapter is to survey applications of second-order cyclostationarity in the areas of communications and signal processing. The focus here is on exploiting the spectral redundancy and sine-wave generation properties of cyclostationary signals to perform difficult signal-processing tasks.

The fifth objective is to provide a reasonably comprehensive bibliography of work on the theory and application of cyclostationarity (which is complemented by the more focused bibliographies in subsequent chapters and articles).

Altogether, this chapter provides a foundation for the rest of the book that will help the reader to put each individual contribution into perspective and to integrate the parts into a whole reference source that not only will chart the past, but also will serve as a primary vehicle for taking us into the future.

1 BACKGROUND

1.1 What Is Cyclostationarity?

Let us begin with the most obvious question: “What is a cyclostationary signal?”

One answer is that a signal is cyclostationary of order $n$ (in the wide sense) if and only if we can find some $n$th-order nonlinear transformation of the signal that will generate finite-strength additive sine-wave components, which result in spectral lines. For example, for $n = 2$, a quadratic transformation (like the squared signal or the product of the signal with a delayed version of itself, or the weighted sum of such products) will generate spectral lines. For $n = 3$ or $n = 4$, cubic or quartic transformations (i.e., sums of weighted products of 3 or 4 delayed versions of the signal) will generate spectral lines. In contrast, for stationary signals, only a spectral line at frequency zero can be generated.

Another answer to this question, which is completely equivalent to the first answer but does not appear to be so upon first encounter, is that a signal is cyclostationary of order $n$ (in the wide sense) if and only if the time fluctuations in $n$ spectral bands with center frequencies that sum to certain discrete nonzero values are statistically dependent in the sense that their joint $n$th-order moment (the infinite time average of their product in which each factor is shifted in frequency to have a center frequency of zero) is nonzero. In contrast, for stationary signals, only those bands whose center frequencies sum to zero can exhibit statistical dependence.

In fact, for a cyclostationary signal, each sum of center frequencies for which the $n$th-order spectral moment is nonzero is identical to the frequency of a sine wave that can be generated by putting the signal through an appropriate $n$th-order nonlinear transformation.

For the simplest nontrivial case, which is $n = 2$, this means that a signal $x(t)$ is cyclostationary with cycle frequency $\alpha$ if and only if at least some of its delay-product waveforms, $y(t) = x(t - \tau)x(t)$ or $z(t) = x(t - \tau)x^*(t)$ (where $\cdot^*$ denotes conjugation) for some delays $\tau$, exhibit a spectral line at frequency $\alpha$, and if and only if the time fluctuations in at least some pairs of spectral bands of $x(t)$, whose two center frequencies sum (for the case of $y(t)$) or differ (for the case of $z(t)$) to $\alpha$, are correlated.

If not all cycle frequencies $\alpha$ for which a signal is cyclostationary are multiples of a single fundamental frequency (equal to the reciprocal of a fundamental period), then the signal is said to be polycyclostationary (although the term cyclostationary also can be used in this more general case when the distinction is not important). This means that there is more than one statistical periodicity present in the signal.

1.2 Is Cyclostationarity Useful?

Perhaps the second most obvious question an engineer would ask is, "Is the property of cyclostationarity useful?" The answer is emphatically "Yes!" Cyclostationarity can generally be exploited to enhance the accuracy and reliability of information gleaned from data sets such as measurements of corrupted signals. This enhancement is relative to the accuracy and reliability of information that can be gleaned from stationary data sets or from cyclostationary data sets that are treated as if they were stationary. Such information includes the following:

1. A decision as to the presence or absence of a random signal, or about the number of random signals present, with a particular modulation type in a data set that also contains background noise and other modulated signals,
2. A classification of multiple received signals present in a noisy data set according to their modulation types,
3. An estimate of a signal parameter, such as carrier phase, pulse timing, or direction of arrival, based on a noise-and-interference-corrupted data set,
4. An estimate of an analog or digital message being communicated by a signal over a channel corrupted by noise, interference, and distortion,
5. A prediction of a future value of a random signal,
6. An estimate of the input-output relation of a linear or nonlinear system based on measurements of the system's response to random excitation,
7. An estimate of the degree of causality between two data sets, and
8. An estimate of the parameters of a model for a data set.
1.3 Why Publish a Book on Cyclostationarity?

The next question we should consider is "Why publish a book on cyclostationarity?" Some of the primary reasons are

1. There is a growing awareness in signal processing and communications communities that the cyclostationarity inherent in many man-made random signals and some signals of natural origins (that were previously modeled as stationary) must be properly recognized and modeled if analyses of systems involving such signals are to properly reflect actual behavior;

2. There is a growing awareness of the potential for considerable enhancement of performance of signal-processing algorithms by recognizing and exploiting cyclostationarity in the design process rather than ignoring it by treating signals as if they were stationary;

3. There is a growing awareness by theoreticians that cyclostationary processes are, in many ways, much more than a trivial variation on stationary processes and do, therefore, merit their attention to further develop and refine the theory of these processes;

4. There is a perception by engineers and scientists that cyclostationary processes are much more than a trivial variation on stationary processes and do, therefore, merit their effort to retrain—to expand their theoretical background (their analytical/conceptual "tool boxes") from stationary to cyclostationary processes; and

5. Technological advances, which enable the implementation of increasingly sophisticated signal-processing algorithms, have made the exploitation of cyclostationarity more viable in practice.

We have important work on cyclostationary processes dating back twenty to thirty years (Bennett, 1958; Gladyshev, 1961; Breilsford, 1967; Franks, 1969; Hurst, 1969; Gardner, 1972) and the author's research group at the University of California, Davis, has contributed for the last twenty years. Also, there have been relatively isolated contributions from many others to the development of this subject over the last twenty years. However, the growth in the number of research papers has recently accelerated, and it is only in the last five years that research groups, journal editors, and program directors at funding agencies have shown real interest. The accelerated growth in research activity is illustrated by the histogram of the number of papers on cyclostationarity published per two-year period that is shown in Fig. 1.2

2The statistics in this graph were compiled by the author using a comprehensive bibliography that he has created over the last five years using his personal files, computerized literature searches, and the assistance of colleagues and students, most notably L. Paura, C. M. Spooner, and K. Yekurka.

Considering the following indicators, it appears that a "critical mass" of interest has been reached and, as a result, that research activity will undergo explosive growth:

1. Acceleration in production of research papers on cyclostationarity;

2. Interest of the National Science Foundation, Army Research Office, Air Force Office of Scientific Research, and Office of Naval Research in supporting the recent workshop on cyclostationarity;

3. Interest demonstrated by the participants of the recent workshop on cyclostationarity;

4. Recent increases in both industrial and government funding of research on cyclostationarity.
Thus, the time is right for publishing a book that provides comprehensive tutorial treatments of the major subtopics of cyclostationarity and surveys the latest developments in various specific areas.

1.4 What Are Some of the Seminal Contributions to the Study of Cyclostationarity?

To expand our perspective on this subject, let us consider the following brief historical survey of some of the seminal contributions to the theory and application of cyclostationarity:

(Bennett, 1958; Franks, 1969): Establishment of cyclostationary processes as appropriate models for many communications signals.


(Gudesenko, 1959): First study of consistency of nonparametric estimates of the Fourier coefficients of periodic autocorrelations.

(Gladyshev, 1961 and 1963): Discovery of equivalences among a cyclostationary process (with one period) and several vector-valued stationary processes. Initial work on spectral representation.

(Breiman, 1967): Seminal work on periodic autoregressive modeling and periodic linear prediction.

(Hurd, 1969, 1989a; Gardner, 1986c, 1987a; Brown 1987): First studies of consistency of nonparametric estimates of spectral moments of cyclostationary processes with one period (Hurd) and with multiple periods (Gardner and Brown).

(Gardner, 1972; Gardner and Franks, 1975): First development and application of several series representations of continuous-time cyclostationary processes in terms of jointly stationary processes for optimum periodically time-variant linear filtering of cyclostationary processes. First characterization of Fourier coefficients of periodic autocorrelations and periodic spectra (the cyclic autocorrelations and cyclic spectra) as crosscorrelations and cross-spectra of frequency-shifted versions of the process.


(Miamee and Salehi, 1980): Extension—from stationary to cyclostationary processes—of the Wold-Cramér decomposition of a process (and its spectrum) into regular (continuous) and singular (discrete) components.

(Nedoma, 1963; Boyles and Gardner, 1983): First formulation and development of cycloergodicity for cyclostationary processes with single (Nedoma) and multiple (Boyles and Gardner) periods.

3Contributions from the untranscribed Russian literature are not included here, but it is mentioned that several Russian authors, most notably V. P. Dragan, have published a substantial amount on cyclostationarity.

(Gardner, 1985): First general treatise on cyclostationary processes and their applications to signal processing and communications (1 book chapter).


(Gardner, 1987a; Brown, 1987; Chen, 1989; Agee et al., 1990; Schell, 1990; Spooner, 1992): First studies of the exploitability of the separability of individual signal contributions to cyclic temporal and spectral moments (of second order) of multiple interfering signals for the problems of detection, modulation recognition, time-delay estimation, blind-adaptive spatial filtering, and high-resolution direction finding. Discovery that spectrally overlapping signals can be separated with linear temporal processing by exploiting spectral redundancy.

(Gardner and Spooner, 1992b; Spooner and Gardner, 1992a, b; Spooner, 1992): First formulation and development of the temporal and spectral moment and cumulant theory of cyclostationary time of order series $n > 2$.

1.5 What about Terminology?

A few words about terminology are in order. The first term given to this class of processes is the term cyclostationary, which was introduced by Bennett (1958), who also introduced the term cycloergodic. Other terms used include periodically stationary, periodically nonstationary, and periodically correlated. This last term is appropriate only for second-order (wide-sense) cyclostationary, whereas the preceding three terms admit the modifiers wide-sense, $n$th-order, and strict-sense, and are, therefore, more general. The most commonly used term is cyclostationary. When multiple periodicities exist, this term is modified to polycyclostationary, although the terms almost cyclostationary and almost periodically correlated are also used.

1.6 What Are Some of the Specific Motivations for Studying Cyclostationarity?

There is a great deal of motivation for studying cyclostationarity. Let us consider first some of the practical motives and then some of the mathematical motives and, while we are at it, we can recognize many of the existing contributions to the study of cyclostationarity. The practical motives cited here are specified in terms of a series of facts.

**Fact 1:** Cyclostationary models, such as PAR (periodic autoregressive), PMA (periodic moving average), and PARMA (periodic autoregressive moving average), can be more parsimonious—better fit with fewer parameters—than stationary models (AR, MA, and ARMA). This has been illustrated with real data from

- hydrology (Salas, 1972; Salas and Smith, 1980; Vecchia, 1983, 1985; Thompson et al., 1985; Obeysekera and Salas, 1986; McLeod et al., 1987; Bartolini et al., 1988)
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Fact 8: For radio-signal analysis, including detection, classification, modulation recognition, source location, etc., the cyclic spectrum analyzer and related algorithms that exploit cyclostationarity have proven to be ideally suited (Gardner, 1985, 1986b,c, 1987a,b, 1988b,c, 1990a,c, 1991a; Gardner et al., 1987; Brown, 1987; Roberts, 1989; Roberts et al., 1991; Brown and Loomis, 1992; Spooner and Gardner, 1991, 1992a,b; Gardner and Spooner, 1990, 1992a; Spooner, 1992).

Fact 9: For the design and analysis of communications systems that accommodate unintentional nonlinearities that inadvertently generate spectral lines from modulated message signals, the property of cyclostationarity is crucial (Campbell et al., 1983; Albuquerque et al., 1984).

Fact 10: For acoustic-noise analysis for rotating machinery, the cyclic spectrum analyzer holds promise for improved diagnosis of machine wear (e.g., in ground, air, and water vehicles, and hydroelectric plants) and for detection, classification, and location of cyclostationary noise sources (e.g., submarines) (Sherman, 1992).

Fact 11: Many statistical inference and decision problems involving multiple interfering cyclostationary signals in noise can exploit the cyclostationarity to great advantage because of the inherent noise-tolerance and separability of the cyclic features in the signals (Gardner, 1987a, 1990a, 1991a, 1992).

Let us now consider some of the mathematical motives for studying cyclostationarity. Cyclostationary processes (including one or more periods), as a subclass of nonstationary processes, have more in common with stationary processes than do other subclasses of nonstationary processes. The common structure shared by cyclostationary processes suggests (and in some ways this has already been proven) that important theories and special theories for stationary processes can be extended and/or generalized, and that important theories for generally nonstationary processes can be specialized, to cyclostationary processes. This potential for mathematical progress, coupled with the increasingly recognized importance of cyclostationarity to practical problems, provides strong motivation for mathematicians to study these processes.

A few examples of important theories/theories for stationary (or nonstationary) processes that should be—or have been—extended/generalized (or specialized) are given here (consult the key given below*).

Topic 1: Wiener-Khintchin and Shiriav-Kolmogorov theorems relating temporal and spectral moments and cumulants (Gardner 1986b, 1987a, 1990c; Gardner and Spooner, 1990; Spooner and Gardner, 1992a; Spooner, 1992; Chapter 2 in this volume)

Topic 2: Spectral representation theory (e.g., for harmonizable processes) (Gladyshev, 1963; Kurd, 1974a, 1989b, 1991; Honda, 1982; Rao and Chang, 198; Chapter 6 in this volume)

* Some progress has been made for cyclostationary processes with one period.
† Substantial progress has been made for cyclostationary processes with one period.
** Some progress has been made for polycyclostationary processes with multiple periods.
†† Substantial progress has been made for polycyclostationary processes with multiple periods.
work is distinct from that of stochastic processes in that it does not involve the concept of an ensemble of random samples.

2.1 Signal Types

The types of signals of primary interest here are those normally encountered in communication systems. These signals are typically unpredictable and occur over long periods of time. That is, they are in some sense random (this does not necessarily mean stochastic) and they are persistent rather than transient. These signals also typically originate from physical sources with parameters that are either time-invariant, periodic, or polyperiodic. Thus, the characteristics of the physical signal-generating mechanism vary polyperiodically with time (this includes as special cases periodic variation and time invariance). In some cases the signal-generating mechanism can be decomposed into more elementary signal generators whose outputs are mixed together to form the signal of interest. Some of these more elementary signal generators can have characteristics all of which are time-invariant, thereby giving rise to stationary random signals. Other elementary signals can be simply periodic or polyperiodic functions of time. Thus, the signals of interest often consist of combinations—additive, multiplicative, and other types—of stationary and polyperiodic signals, and are called polycyclostationary signals.

2.2 Operational Definition of Polycyclostationarity

What physical evidence in a signal reveals that there is polyperiodic time variation present in its generating mechanism? Fortunately, there is a unique unambiguous answer to this question that appears to be adequate for the general purpose of designing and analyzing signal-processing algorithms that exploit or in some way involve the underlying polyperiodic time variation: We shall say that polyperiodic time variation exists in the generating mechanism of a signal if and only if it is possible to generate finite-amplitude additive polyperiodic components from the signal by passing it through some appropriate nonlinear transformation that is time-invariant and stable. We can take this as an operational definition of polycyclostationarity.

2.3 Operational Origin of Probabilistic Models

There are two particularly interesting ways to characterize an adequately large class of all nonlinear transformations that could potentially generate polyperiodic components from polycyclostationary signals. One way is to require that all transformations of interest be representable in a generalized Volterra series (which is a multivariate Taylor series with a continuum of variables indexed by time). Thus, for a signal $x$
and a transformation \( g(\cdot) \), we have

\[
g(x) = \sum_n \int_{\tau_n} k_n(\tau_n) L_x(t, \tau_n)_n \, d\tau,
\]

where \( L_x(t, \tau_n)_n \) is the \( n \)-th order delay product

\[
L_x(t, \tau_n)_n = \prod_{j=1}^{n} x(t + \tau_j),
\]

and \( k_n(\tau_n) \) is the \( n \)-th order Volterra kernel. For example, all transformations \( g(\cdot) \) that are continuous and have finite memory admit a convergent Volterra series representation.

Another way is to require that all transformations be representable as a convolution with a finite product of Dirac deltas:

\[
g(x) = \int g(y_1, y_2, \ldots, y_n) \prod_{j=1}^{n} \delta[y_j - x(t + \tau_j)] \, dy_j
\]

\[= g[x(t + \tau_1), x(t + \tau_2), \ldots, x(t + \tau_n)],
\]

which can be reexpressed as a Riemann-Stieltjes integral

\[
g(x) = \int g(y_n) d^n I_x(t, \tau_n, y_n)_n
\]

where

\[
I_x(t, \tau_n, y_n)_n \Delta = \prod_{j=1}^{n} I[y_j - x_j(t + \tau_j)]
\]

and \( I(\cdot) \) is the indicator function

\[
I(z) = \begin{cases} 
1, & z > 0 \\
0, & z \leq 0,
\end{cases}
\]

for which \( dI(z) = \delta(z) \, dz \). For example, all continuous transformations with finite discrete memory admit this representation. Although this representation of \( g(\cdot) \) in terms of itself appears to accomplish nothing, we shall see that it is very useful for our purpose here.

The operation, denoted by \( P(\cdot) \), for extracting the additive polyperiodic component of a signal is linear (as explained subsequently). Therefore, the polyperiodic component of a weighted sum of signals is the weighted sum of polyperiodic components. Consequently, the polyperiodic component of the first type of transformed signal is given by

\[
P \{ g(x) \} = \sum_n \int_{\tau_n} k_n(\tau_n) P \{ L_x(t, \tau_n)_n \} \, d\tau_n
\]

and that of the second type of transformed signal is given by

\[
P \{ g(x) \} = \int g(y_n) d^n P \{ I_x(t, \tau_n, y_n)_n \}.
\]

As explained later on, the function \( P \{ L_x(t, \tau_n)_n \} \) is mathematically equivalent to the joint \( n \)-th order moment of \( n \) random variables \( X_j = x(t + \tau_j), \) \( j = 1, 2, \ldots, n \), and the function \( P \{ I_x(t, \tau_n, y_n)_n \} \) is mathematically equivalent to the joint \( n \)-th order probability distribution for the same \( N \) random variables, and these equivalences reveal that the polyperiodic component extraction operation \( P(\cdot) \) is mathematically equivalent to the probabilistic expectation operation. In fact, choosing

\[
g(x) = L_x(t, \tau_n)_n
\]

in the preceding equation yields

\[
P \{ L_x(t, \tau_n)_n \} = \int \left[ \prod_{j=1}^{n} y_j \right] d^n P \{ I_x(t, \tau_n, y_n)_n \}
\]

which is the standard formula from probability theory for the \( n \)-th order moment in terms of the \( n \)-th order probability distribution.

We see, then, that the physical evidence in a signal of polyperiodic time-variation in the generating mechanism of the signal is completely characterized by the signal's temporal moment functions or its temporal probability distribution functions. That is, the polyperiodic component of the delay product of the signal is a temporal moment function and the polyperiodic component of the indicator product is a temporal probability distribution. Hence, we are led naturally by a practically motivated inquiry into the problem of mathematically characterizing physical evidence of polyperiodic time-variation in an unpredictable signal, to a probabilistic description of the signal. Moreover, as explained later on, these moments and distributions are identical to those corresponding to a polycyclostationary stochastic process with appropriate ergodic properties (called cycloergodicity), in which case the signal \( x(t) \) can be interpreted as a sample path (one ensemble member) of the stochastic process. However, in spite of this equivalence between the mathematical model of polyperiodic time variation underlying a signal and a corresponding stochastic process model, the conceptual framework of a stochastic process and its associated ensemble is fundamentally different from the conceptual framework of a single signal that is characterized by all the polyperiodic components that can be generated from it using nonlinear transformations. It is the latter conceptual framework, not the former, that is motivated by the desire to design and analyze signal processors that exploit the generatable polyperiodic components.

### 2.4 Stochastic vs. Nonstochastic Operational Models

We need to understand the similarities and differences between the stochastic-process approach and the nonstochastic signal (or time-series) approach to conceptualizing,
defining, and modeling stationary (S), cyclostationary (CS), and polycyclostationary (PCS) signals, and to developing theory—like the classical theory of statistical inference and decision—to guide the practice of designing and analyzing signal-processing algorithms.

The nonstochastic time-series approach to this subject has not gained the wide level of acceptance that the stochastic-process approach enjoys, particularly for stationary processes. This is believed to be primarily a result of the limited exposure that the time-series approach has received. The aim in recent work (Gardner, 1987a) on developing the time-series approach has been to bring the aesthetics of mathematics and the utility of engineering pragmatism together to produce elegant problem solving. The treatment presented here aims at the same target: the focusing of attention on important concepts for mathematicians who care about the applicability of the mathematics of polycyclostationary signals and for engineers who seek more than a superficial understanding of not only the "how" but also the "why" of polycyclostationary signal processing.

However, before embarking on a discussion of specific mathematical definitions and properties, questions of mathematical existence, and unsolved mathematical problems, a brief summary of the essence of the differences and similarities, from an operational standpoint, of the two alternative approaches is presented.

When properly restricted to appropriate domains of definition (i.e., requiring stochastic process models to exhibit certain ergodic properties and requiring time-series models to exhibit certain regularity properties that guarantee the existence of infinitely long time averages), either approach can be used to obtain the same results in deriving signal-processing algorithms and analyzing their performances (Gardner, 1990a). However, it is not guaranteed that any particular user will in fact obtain the same results regardless of the approach used, because each approach has its own unique conceptual attributes. Thus, it is argued here that the most proficient problem solvers need to understand how to use both approaches. Some problems may naturally fit one approach or the other, and some other problems may benefit from application of both approaches. For example, sometimes it is easier to see how to carry out a particular mathematical calculation using one or the other approach (the stochastic-process approach seems to be favored here), and sometimes it is easier to relate the mathematics to the real-world problem at hand using one or the other approach (the nonstochastic time-series approach seems to be favored here with regard to many of the applications discussed in this book).

Mathematicians have, for the most part, chosen the stochastic-process framework for their work because it is apparently more amenable to deep mathematical treatment. Statisticians have, for the most part, chosen the approach to statistical inference and decision that is based on stochastic processes because it does naturally fit the problem of making inferences about a total population on the basis of limited "random" samples from the population, which is the statistician's classical problem. The concept of a population, or ensemble, also naturally fits a number of situations in communications engineering and signal processing or time-series analysis for engineering purposes; however, there are many other engineering (and science) problems involving time-series data where the ensemble concept is fictitious, irrelevant, or otherwise inappropriate. In these cases, users often force an application of the theory of stochastic processes onto their real-world problem because they have not learned that there is a viable alternative for statistical inference and decision. This can lead to substantial confusion and less effective engineering.

2.5 Nonstochastic Statistical Inference and Decision

Let us briefly consider how a theory of statistical inference and decision can be based on the concept of a single time-series without reference to an ensemble. Many—but by no means all—real-world problems in engineering and science involve time-series data for which no population exists; that is, for which replication of the "experiment" is impossible or impractical. However, many of these time-series arise from physical phenomena that can be considered to be unchanging in their basic nature for a very long time. In such cases, conceptually idealizing this time-invariance by extending the length of time without bound enables us to conceive of a model that is derivable from the data in the limit as the amount of data used for measuring the parameters of the model approaches infinity. This leads us to the concept of a fraction-of-time (FOT) probability model that is free from the abstract concept of a population. For example, the FOT probability that a time-series exceeds some specified level is defined to be the fraction of time that this event occurs over the life of the time-series.

Once we have accepted the idea of an infinitely long time-series with an FOT probability model, we can develop a theory of statistical inference and decision that is isomorphic to the theory for stationary stochastic processes. This was briefly pointed out in (Wold, 1948), developed in (Hofstetter, 1964), and extended from stationary to cyclostationary and polycyclostationary time-series in (Gardner, 1987a), (Gardner and Brown, 1991). But one might ask what it is that motivates the development of such a FOT probability theory. One of the answers to this question is analogous to that which motivates the theory that is based on the concept of a population: We want to make inferences about the physical phenomenon that gave rise to the observed...
time-series. To the extent that this phenomenon is characterized by the FOT model for the time-series \( x(t) \), (i.e., the set of joint FOT probability distributions for all finite sets of time translates \( \{x(t+i) : i = 1, \ldots, n\} \) for all \( n \) translations \( i \) and all natural numbers \( n \)), we can interpret our objective as that of making inferences about the infinitely long time-series or its generating mechanism on the basis of finite-length observations. We can use the FOT probability model to calculate bias, variance, and confidence intervals for parameter estimates, and we can calculate probabilities of correct and incorrect decisions. We also can formulate and solve optimization problems.

### 2.6 A Historical Perspective

The stochastic-process approach (to the exclusion of the nonstochastic time-series approach) is currently the orthodox approach because this is the approach that dominated for sixty years in mathematics and statistics and it is, therefore, the approach in terms of which the theory of statistical inference and decision has been formulated and is taught. It does not follow that the stochastic-process approach is orthodox because it is always the superior approach. This last point can be illustrated with a brief history of statistical inference and decision in communications engineering.

Why have communications engineers focused on using theoretical measures of performance that average over an ensemble of signals and/or noises? Because they have wanted to design systems that would perform well on the average over the ensemble, and because mathematicians and statisticians have developed a powerful theory of statistical inference and decision that was based on ensemble averages, and because probability theory itself is an immensely powerful conceptual tool, and few engineers have realized that probability theory can be based entirely on time-averages. But why then have communications engineers focused almost exclusively on measuring system performance in practice by averaging over time for a single system? Because of economics (the high cost of making measurements on many systems) and because they also want each system to perform well on the average over time.

In order to match the theory based on ensembles of data to the practice based on a single record of data, they invoked the concept of ergodicity. That is, they agreed to use stationary stochastic-process models that were ergodic so that the mathematically calculated expected values (ensemble averages) would equal the measured time averages (in the limit as averaging time approaches infinity).

Unfortunately, however, the logic seems to have stopped at this point. It apparently was not recognized (except by too few to make a difference) that once consideration was restricted to ergodic stationary models, the stochastic process and its associated ensemble could be dispensed with because a completely equivalent theory of statistical inference and decision that was based on time-averages over a single record of data could be used (Hofstetter, 1964). Any calculations made using a model based on the time-average theory could be applied to any one member of an ensemble if one so desired because the arguments that justify the ergodic stochastic-process model also guarantee that the time-average for one ensemble member will be the same (with probability one) as the time-average for any other ensemble member.

Because the time-average framework is more conceptually straightforward for application to problems where time-average performance is of primary concern, it is a more natural choice; but because of history and inertia, it may never gain its rightful place in engineering. This is even more likely to be the case when the utility of nonergodic stochastic processes is taken into account. For example, whenever transient behavior is of interest, ergodic models are ruled out, because all transient behavior is lost in an infinitely long time-average. Thus, to counter the conceptual simplicity and realism offered by the time-average approach, the stochastic-process approach offers the advantage of more general applicability.

Nevertheless, there is a special class of signals that includes more than just those that can be modeled as stationary ergodic processes, for which there is a compelling argument, which has only recently surfaced, to adopt an alternative nonergodic approach. And these are the signals that are appropriately modeled as polycyclostationary time-series. As explained earlier here, the use of time-averages to extract additive polyperiodic components from nonlinear transformations of these signals leads naturally to a probability theory based entirely on time averaging. Let us now consider in some detail these two alternative approaches to conceptualizing, defining, and modeling signals.

### 2.7 Dual Theoretical Frameworks

The concepts and definitions presented here apply equally well to continuous-time and discrete-time signals. We need only choose either the continuous-time-averaging operation

\[
\langle \cdot \rangle \triangleq \lim_{Z \to \infty} \frac{1}{2Z} \int_{-Z}^{Z} \langle \cdot \rangle \, dt
\]

or its discrete-time counterpart

\[
\langle \cdot \rangle \triangleq \lim_{Z \to \infty} \frac{1}{2Z + 1} \sum_{i=-Z}^{Z} \langle \cdot \rangle.
\]

We consider first stochastic processes, and then we consider nonstochastic time-series. Let \( X(t) \) be a real-valued stochastic process on the real line \(-\infty < t < \infty\), with measure \( \mu \) on the probability space \( \Omega \). Consider the event indicator

\[
I_{[x - X(t)]} \triangleq \begin{cases} 
1, & X(t) < x \\
0, & X(t) \geq x.
\end{cases}
\]

The expected value of this event indicator is the probability distribution (PD) function for the random variable \( X(t) \),

\[
F_{X(t)}(x) \triangleq \text{Prob}(X(t) < x) = E[I_{[x - X(t)]}]
\]
where the expectation operation \( E \{ \cdot \} \) is defined by
\[
E \{ H \} \triangleq \int_{\Omega} H(\omega) \, d\mu(\omega)
\]
for any random variable \( H \) defined on \( \Omega \). Therefore, the joint PD function for the set of random variables
\[
X(t) = [X(t + t_1), \ldots, X(t + t_n)],
\]
where \( t \) is the time-translation parameter, is given by the expectation
\[
F_{X(t)}(x) = E \left\{ \prod_{j=1}^{n} I \left[ x - X(t + t_j) \right] \right\},
\]
and the joint probability density (Pd) function is
\[
f_{X(t)}(x) = \frac{\partial^n}{\partial x_1 \cdots \partial x_n} F_{X(t)}(x),
\]
which contains Dirac deltas when the PD contains step discontinuities. We have the following theorem from probability theory.

**Fundamental Theorem of Expectation**

For any nonrandom function \( g(\cdot) \) for which \( E \{ g[X(t)] \} \) exists, we have
\[
E \{ g[X(t)] \} \triangleq \int_{\Omega} gf_{X(t)}(y) \, dy
\]
\[
= \int g(x) f_{X(t)}(x) \, dx.
\]

That is, the PD for \( g[X(t)] \) need not be found from the PD of \( X(t) \) in order to evaluate the expected value of this random variable. This theorem can be used to verify that the PD is indeed equal to the expected value of the event indicator by letting
\[
g[X(t)] = \prod_{j=1}^{n} I \left[ x_j - X(t + t_j) \right]
\]
to obtain
\[
E \{ g[X(t)] \} = \int \prod_{j=1}^{n} I \left[ x_j - z_j \right] f_{X(t)}(z) \, dz
\]
\[
\quad = \int_{-\infty}^{x} f_{X(t)}(z) \, dz
\]
\[
\quad = F_{X(t)}(x).
\]

Let us now consider time-series. Let \( x(t) \) be a well-behaved\(^{10}\) real-valued time-series (a nonstochastic real-valued function) on the real line \(-\infty < t < \infty\). Consider the event indicator
\[
I[x - x(t)] \triangleq \begin{cases} 
1, & x(t) < x \\
0, & x(t) \geq x.
\end{cases}
\]
The time-average of this event indicator is the fraction-of-time (FOT) PD
\[
\tilde{F}^{0}_{X(t)}(x) \triangleq \tilde{P}rob(x(t) < x) = \tilde{E}^{0}[I[x - x(t)]]
\]
where the time-average operation \( \tilde{E}^{0}[\cdot] \) is defined by
\[
\tilde{E}^{0}[h(t)] \triangleq \lim_{Z \to \infty} \frac{1}{2Z} \int_{-Z}^{Z} h(t + t') \, dt'
\]
for any time function \( h \). (The superscript 0 will be explained subsequently.) Therefore the joint FOT PD for the set of variables \( x(t) \triangleq \{x(t + t_1), \ldots, x(t + t_n)\} \) is given by
\[
\tilde{F}^{0}_{X(t)}(x) = \tilde{E}^{0} \left\{ \prod_{j=1}^{n} I \left[ x_j - x(t + t_j) \right] \right\}
\]
and the joint FOT Pd is
\[
f^{0}_{X(t)}(x) = \frac{\partial^n}{\partial x_1 \cdots \partial x_n} \tilde{F}^{0}_{X(t)}(x).
\]
We have the following theorem.

**Fundamental Theorem of Time-Averaging**

For every time-invariant function \( g(\cdot) \) for which \( \tilde{E}^{0}[g[x(t)]] \) exists, we have
\[
\tilde{E}^{0}[g[x(t)]] \triangleq \lim_{Z \to \infty} \frac{1}{2Z} \int_{-Z}^{Z} g[x(t + t')] \, dt'
\]
\[
= \int g(x) f^{0}_{X(t)}(x) \, dx.
\]

This theorem motivates us to call the time-average operation \( \tilde{E}^{0}[\cdot] \) the temporal-expectation operation. To illustrate the validity of this theorem, we can substitute the definition of the FOT PD into the definition of the FOT Pd, which can be substituted into the result of this theorem to obtain

\(^{10}\)We mean "well-behaved" in the sense that \( x(t) \) exhibits the regularity required for all time averages of interest to exist.
\[
\int g(x) f_{x(t)}(x) \, dx = \int g(x) \frac{\partial^n}{\partial x_1 \cdots \partial x_n} F_{x(t)}(x) \, dx \\
= \int g(x) \sum_{j=1}^{n} \delta \left[ x_j - x(t + t_j) \right] \, dx \\
= \mathbb{E}^0 \left\{ \int g(x) \prod_{j=1}^{n} \delta \left[ x_j - x(t + t_j) \right] \, dx \right\} \\
= \mathbb{E}^0 [g(x(t))],
\]

where we have used the sampling property of the Dirac delta \( \delta \), which is the derivative of the unit-step function \( I(\cdot) \).

For any function \( h(t) \) for which \( \mathbb{E}^0 [h(t)] \) exists, we have

\[
h(t) = c + r(t)
\]

where \( c = \mathbb{E}^0 [h(t)] \) is a constant (independent of \( t \)) and \( r(t) = h(t) - c \) is the residual for which \( \mathbb{E}^0 [r(t)] = 0 \). Consequently, the temporal expectation operation can also be called the constant-component extractor.

We can see from these two theorems that there is a duality between the probability-space theory of stochastic processes based on the operation \( \mathbb{E}^1 \cdot \) and what we shall call the time-space theory of time-series based on \( \mathbb{E}^0 \cdot \). Wold (Wold, 1948) tried to formalize this duality in terms of an isomorphism based on the mapping

\[
x(t + \sigma) \rightarrow X(t, \omega(\sigma))
\]

where \( X(t, \omega) \) is a sample path of the stochastic process \( X(t) \) corresponding to the sample point \( \omega = \omega(\sigma) \), indexed by \( \sigma \) in \( \Omega \). That is, the ensemble members of \( X(t) \) correspond to time-translates of \( x(t) \) in this isomorphism. While this isomorphism is conceptually useful, a mathematically rigorous study of it has not (to my knowledge) been performed. (For example, does such a stochastic process corresponding to a given time-series actually exist?)

We can justifiably ask, "Just how viable is the time-space theory?—do 'well-behaved' time-series models exist?" The answer to the latter question is "Yes"; examples are provided by typical sample paths of ergodic stochastic processes. But, "Can we construct useful time-series models?" The answer, again, is "Yes": We can construct models in the same way we do for stochastic processes, except we specify \( \tilde{F}_{x(t)}(x) \) instead of \( F_{X(t)}(x) \).

Regarding the answer to the first question, we might ask "Does this apparent reliance, of existence of time-series, on stochastic processes detract from the conceptual simplicity of working with time-series rather than stochastic processes?" The answer, in my opinion, is "No."

2.8 Stochastic-Process Definitions

Definition 1: \( X(t) \) is a S process if and only if \( F_{X(t)}(x) \) is independent of the time-translation parameter \( t \).

Definition 2: \( X(t) \) is a CS process with period \( T \) if and only if \( F_{X(t)}(x) \) is periodic in \( t \) with period \( T \).

Definition 3: \( X(t) \) is a PCS process with periods \( \{ T \} = T_1, T_2, T_3, \ldots \) if and only if \( F_{X(t)}(x) \) is polyperiodic in \( t \) with periods \( \{ T \} \) (which is a sum of periodic functions with single periods \( T_1, T_2, T_3, \ldots \)).

The relationships among the class of generally nonstationary (NS) processes and the three classes S, CS, and PCS can be described with the Venn diagram shown in Fig. 2.
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Figure 2: Venn diagram of classes of stochastic processes. With the class NS omitted, also the Venn diagram of classes of time-series.

It is useful to expand the polyperiodic PD function in a Fourier series:

\[
F_{X(t)}(x) = \sum_{\sigma} F_{X(t)}^\sigma(x) e^{j2\pi \sigma t} = \sum_{\sigma} F_{X(t)}^\sigma(x),
\]

where \( F_{X(t)}^\sigma(x) \) are the Fourier-coefficients, and where the sinusoidal-component functions are given by
\[ F_{X(t)}(x) \triangleq \lim_{Z \to \infty} \frac{1}{2Z} \int_{-Z}^{Z} F_{X(t+r)}(x)e^{-i2\pi axr} \, dr \]
\[ = \hat{E}^{a} \left\{ F_{X(0)}(x) \right\} e^{i2\pi ar} \]

For any function \( h(t) \) for which \( \hat{E}^{a}(h(t)) \) exists, we have

\[ h(t) = c e^{i2\pi ar} + r(t) \]

where \( c \) is a constant, \( cc^{i2\pi ar} = \hat{E}^{a}(h(t)) \), and \( r(t) = h(t) - cc^{i2\pi ar} \) is the residual for which \( \hat{E}^{a}(r(t)) = 0 \). Consequently, we call the operation

\[ \hat{E}^{a} \{ \cdot \} \triangleq \hat{E}^{0} \left\{ (\cdot)c^{i2\pi ar} \right\} e^{i2\pi ar} \]

the sine-wave-component extractor. It can be thought of as the limit, as bandwidth goes to zero, of a bandpass filter with center frequency \( \alpha \) and unity gain at \( \alpha \). For \( \alpha = 0 \), it reduces to the constant-component extractor \( \hat{E}^{0} \{ \cdot \} \).

### 2.9 Time-Series Definitions

Now let us turn from stochastic processes to time-series. Before we can give the dual time-space definitions of S, CS, and PCS time-series, we need to generalize the temporal expectation operation \( \hat{E}^{0} \{ \cdot \} \). The appropriate generalization is simply the sum of sine-wave-component extractors

\[ \hat{E}^{[a]} \{ \cdot \} \triangleq \sum_{\alpha \in \{a\}} \hat{E}^{a} \{ \cdot \} \]

for all sine-wave frequencies in some set \( \{a\} \) of interest. Thus, \( \hat{E}^{[a]} \{ \cdot \} \) is called the multiple-sine-wave-component extractor or, equivalently, the polyperiodic-component extractor. (It is identical to the operator \( P(\cdot) \) discussed in Section 2.3.) The sine-wave frequencies \( \alpha \) are the harmonics of the reciprocals of the periods \( 1/T_1, 1/T_2, 1/T_3, \ldots \) of interest.

In terms of the generalized temporal expectation operation, we can define the polyperiodic FOT PD:

\[ P_{x(t)}^{[a]}(x) = \hat{E}^{[a]} \left\{ \prod_{j=1}^{n} \left( x_j - x(t + j) \right) \right\} \]

and the polyperiodic FOT Pd:

\[ F^{[a]}_{x(t)}(x) = \frac{\partial^n}{\partial x_1 \ldots \partial x_n} P_{x(t)}^{[a]}(x). \]

It is not obvious that \( P_{x(t)}^{[a]}(x) \) is indeed a valid probability distribution function, but this proposition is proved in (Gardner and Brown, 1991). We have the following theorem.

### Fundamental Theorem of Polyperiodic-Component Extraction

For every time-invariant function \( g(\cdot) \) for which \( \hat{E}^{[a]} \{ g[x(t)] \} \) exists, we have

\[ \hat{E}^{[a]} \{ g[x(t)] \} \triangleq \sum_{\alpha} \lim_{Z \to \infty} \frac{1}{2Z} \int_{-Z}^{Z} g[x(t + t')e^{-i2\pi ar}] \, dt' \]
\[ = \int g(x) f_{x(t)}^{[a]}(x) \, dx \]

The validity of this theorem can be illustrated in the same way the validity of the fundamental theorem of constant-component extraction is illustrated. Also, this theorem is valid more generally if \( g(\cdot) = g(t, \cdot) \) is polyperiodic in time \( t \).

We are now in a position to define the classes of S, CS, and PCS of order \( n \) (in the strict-sense) time-series. Let \( \{a\} \) be the set of all \( \alpha \) for which \( f_{x(t)}^{[a]} \neq 0 \).

**Definition 4:** \( x(t) \) is a S time-series if and only if \( f_{x(t)}^{[a]}(x) \) exists and \( \neq 0 \) and is independent of the time-translation parameter \( t \) (that is, \( \{a\} = \{0\} \)).

**Definition 5:** \( x(t) \) is a CS time-series with period \( T \) if and only if \( f_{x(t)}^{[a]}(x) \) exists and \( \neq 0 \) and is periodic in \( t \) with period \( T \) (that is, \( \{a\} = \{\text{harmonics of } 1/T\} \)).

**Definition 6:** \( x(t) \) is a PCS time-series with periods \( \{T\} = T_1, T_2, T_3, \ldots \) if and only if \( f_{x(t)}^{[a]}(x) \) exists and \( \neq 0 \) and is polyperiodic in \( t \) with periods \( \{T\} \).

The relationships among these three classes of time-series can be described with the Venn diagram shown in Fig. 2 except that for time-series, unlike stochastic processes, the superclass NS does not exist. Generally nonstationary FOT PDs cannot be defined (although locally S FOT PDs, which are NS, can be defined by limiting the time-averaging interval used in \( \hat{E}^{0} \{ \cdot \} \) to one of finite length \( Z \)).

These definitions of S, CS, and PCS time-series represent a modification of previous terminology. Wold (Wold, 1948) defined a stationary (S') time-series to be one for which \( P_{x(t)}^{[a]}(x) \) exists and \( \neq 0 \). To define this definition, (Gardner, 1987a) defined a purely S' time-series to be a S'-time-series for which \( P_{x(t)}^{[a]}(x) = 0 \) for all \( \alpha \neq 0 \). Following Wold, (Gardner, 1987a) also defined a cyclostationary (CS') time-series with period \( T \) to be one for which \( f_{x(t)}^{[a]}(x) \) exists and \( \neq 0 \) for some \( \{a\} \in \{\text{harmonics of } 1/T\} \), and to refine this a purely CS' time-series was defined to be a CS'-time-series for which \( f_{x(t)}^{[a]}(x) = 0 \) for all \( \alpha \notin \{\text{harmonics of } 1/T\} \).

The relationships among these previously defined classes of time-series can be described with the Venn diagram shown in Fig. 3. Observe that the nesting of the classes S', CS', and PCS' = PCS is inverted from that in Fig. 2 for the classes S, CS, and PCS. The definitions of S, CS, and PCS form the basis for a theory of time-series that in some ways has a stronger duality with the theory of stochastic processes than does the theory that could be based on the previous definitions of S', CS', and PCS'.

On the other hand, the previous concepts of pure stationarity and pure cyclostationarity arise also within the framework of stochastic processes. Since these concepts depend on notions of ergodicity, let us now consider the relevant types of ergodicity.
2.10 Cycloergodicity and Refined Stochastic-Process Definitions

**Definition 7:** $X(t)$ is an *ergodic* (E) process if and only if for every natural number $n$ and every nonrandom function $g(\cdot)$ of $n$ variables for which $E[g(X(t))]$ exists, we have

$$\hat{E}^0[g(X(t))] = \hat{E}^0[g(g(X(t)))] \text{ w.p. } 1$$

(where w.p. 1 means with probability equal to 1). For a S process, $\hat{E}^0[E(\cdot)] = E(\cdot)$ (since the constant component of a constant is that constant) and the outer operation on the left side of this defining equation can be deleted.

**Definition 8:** $X(t)$ is a *cycloergodic* (CE) process with period $T$ if and only if for every natural number $n$ and every nonrandom function $g(\cdot)$ of $n$ variables for which $E[g(X(t))]$ exists, we have (with $\{a\} \in \{\text{harmonics of } 1/T\}$)

$$\hat{E}^{[a]}[E[g(X(t))]] = \hat{E}^{[a]}[g(X(t))] \text{ w.p. } 1.$$  

For a CS process, $\hat{E}^{[a]}[E(\cdot)] = E(\cdot)$ (since the periodic component of a periodic function is that periodic function) and the outer operation on the left side of this defining equation can be deleted.

**Definition 9:** $X(t)$ is a *polycycloergodic* (PCE) process with periods $\{T_k\}$ if and only if it is cycloergodic with period $T_k$ for $k = 1, 2, 3, \ldots$.

Stochastic processes that are not CE or PCE can exhibit hidden cyclostationarity. For example, if $X(t)$ is S and PCE with all periods, then its sample paths are stationary time-series (w.p. 1); however, if $X(t)$ is S (and possibly E) but not CE, its sample paths can be CS (w.p. 1). Similarly, if $X(t)$ is CS and PCE with all periods, then its sample paths are CS time-series (w.p. 1); however, if $X(t)$ is CS (and possibly CE), but not PCE, its sample paths can be PCS (w.p. 1). Such non-CE and non-PCE models typically result from the (explicit or implicit) inclusion of random-phase variables in the stochastic-process model. This hidden cyclostationarity motivates the following refined probability-space definitions.

**Definition 10:** If $X(t)$ is S and PCE with all periods, then it is defined to be *purely stationary*, and its sample paths are purely stationary (S or purely S') time-series (w.p. 1): there is no hidden CS.

**Definition 11:** If $X(t)$ is CS and PCE with all periods, then it is defined to be *purely CS*, and its sample paths are purely cyclostationarity (CS or purely CS') time-series (w.p. 1): there is no hidden PCS.

**Definition 12:** If $X(t)$ is PCS and PCE with all periods, then it is defined to be *purely PCS*: there is no hidden PCS.

The relationships among all the classes of stochastic processes defined so far are illustrated with the Venn diagram shown in Fig. 4.
2.11 Phase Randomization

To pursue the concept of phase randomization a little further, it is noted that even if \( \theta_1 \) and \( \theta_2 \) are both nonrandom, we can introduce a random phase \( \Theta \) into \( X(t) \) to obtain

\[ Y(t) = X(t + \Theta) \]

which can be changed from PCS to CS or to S by choosing the distribution for \( \Theta \) (Gardner, 1978; Hurd, 1974b). Thus, we see that there is a nonuniqueness of models for stochastic processes. We can change the stochastic process from PCS to CS by phase-randomizing with a single phase variable: \( X(t) \rightarrow X(t + \Theta) \). Or, equivalently, we can change the PD function from polyperiodic to periodic by time-averaging; e.g.,

\[ \hat{E}^0 \left\{ f_{X(t)}^{(y)}(x) \right\} = F_{X(t)}(x). \]

That is, phase-randomizing a CS or PCS process or time-averaging its PD function can result in hidden cyclostationarity. Similarly, we can change the PD function for a time-series from polyperiodic to periodic by time-averaging; e.g.,

\[ \hat{E}^0 \left\{ f_{X(t)}^{(y)}(x) \right\} = F_{X(t)}(x). \]

2.12 Pitfalls of the Stochastic-Process Framework

There are some significant pitfalls associated with nonunique models. One such pitfall is "hidden statistical dependence." Let SI denote statistical independence (e.g., of two variables). We can show that SI in a CS model does not necessarily imply SI in the corresponding S model, and that SI in an S model does not necessarily imply SI in the associated CS model. To prove the first statement we simply observe that the equality

\[ f_{X_1(t),X_2(t)} = f_{X_1(t)} f_{X_2(t)} \]

that results from the SI of jointly CS processes \( X_1(t) \) and \( X_2(t) \) does not necessarily imply the equality

\[ \hat{E}^0 \left\{ f_{X_1(t),X_2(t)} \right\} = \hat{E}^0 \left\{ f_{X_1(t)} \right\} \hat{E}^0 \left\{ f_{X_2(t)} \right\}, \]

which would hold if, in the associated S model, \( X_1(t) \) and \( X_2(t) \) were SI. To prove the second statement, we consider the example of discrete-time processes

\[ X_1(t) = Z(t) = i.i.d. \pm 1 \]
\[ X_2(t) = Z(t) \cos(t). \]

We can easily show that

\[ \hat{E}^0 E \left\{ X_1^n(t) X_2^n(t) \right\} = \hat{E}^0 E \left\{ X_1^n(t) \right\} \hat{E}^0 E \left\{ X_2^n(t) \right\} \]

for all \( n \) and \( m \) and, therefore, \( X_1(t) \) and \( X_2(t) \) are SI in the S model. However,

\[ E \left\{ X_1^n(t) X_2^n(t) \right\} \neq E \left\{ X_1^n(t) \right\} E \left\{ X_2^n(t) \right\} \]

for \( n \) and \( m \) odd and, therefore, \( X_1(t) \) and \( X_2(t) \) are not SI in the CS model.

We are now ready to take stock. One conclusion we can draw is that when a process is not PCE, the hidden CS or hidden PCS can result in single-sample-path behavior (w.p. 1) that cannot be predicted from probabilistic analysis (unless the hidden CS can be revealed by conditioning on certain random phase variables).

An important fact concerning this conclusion is that the theory of PCE is mostly nonexistent and appears to require nontrivial extensions/generalizations of the theory of E and the incomplete theory of CE.

Another important fact is that the commonplace approach to deriving ad hoc signal-processing algorithms, of replacing expectation operations \( E \cdot \cdot \cdot \) in analytical expressions with time-average operations \( \hat{E}^0 \cdot \cdot \cdot \), or (when a composition of both operations are present in the analytical expression) of deleting the expectation operation, cannot be justified (and will often fail to produce the desired results) when the stochastic-process model used is not PCE.

A related important fact is that the "optimum" solutions to inference and decision problems (e.g., for signal estimation and detection) that are based on S and E, but not CE (or based on CS and CE, but not PCE), process models can be highly inferior to inference and decision rules that exploit the hidden CS (or hidden PCS).

Let us consider some examples that illustrate the ramifications of the preceding conclusion and associated facts.

Example 1: Let \( Y(t) \) be the output of a time-invariant nonlinear transformation with input \( X(t) \). Let \( X(t) \) be S (for all \( n \)) and E, but not CE, with no spectral lines. Then \( Y(t) \) is S (for all \( n \)) and E but, because of the hidden CS in \( X(t) \), contains spectral lines. The presence of these spectral lines cannot be explained except by virtue of the hidden CS in \( X(t) \). As a specific example, let \( X(t) = A(t) \cos(\omega_0 t + \Theta_1) \), where \( A(t) \) is S and E, and \( \Theta_1 \) is independent of \( A(t) \) and uniformly distributed on \([0, 2\pi]\), and let \( Y(t) = X^2(t) \). Then \( Y(t) \) has spectral lines at frequencies \( \pm \omega_0/\pi \) Hz.

Example 2: Let \( X(t) \) be S (for \( n = 2 \)) and E, but not CE, and let \( X(t) \) admit an exact AR model (with white residuals). The sample paths of the white residuals can be partially predictable (w.p. 1) using linear periodic predictors derived from the sample-path statistics. For example, let \( U(t) \) be any nonwhite CS process and let \( V(t) \) be an independent S process with complementary spectrum; that is, the sum of the spectra of \( V(t) \) and the stationarized version \( U(t + \Theta) \) of \( U(t) \) equals a constant over all frequency. Then the S process \( W(t + \Theta) = U(t + \Theta) + V(t + \Theta) \) is white (the spectra of \( V(t) \) and \( V(t + \Theta) \) are identical) but the CS process \( W(t) \) is nonwhite. That is, the autocorrelation of \( W(t + \Theta) \) is proportional to a delta function in the lag variable but the autocorrelation of \( W(t) \) is not. Thus, \( W(t) \) is predictable using linear periodic predictors and so too are its sample paths. Since the sample paths of \( W(t + \Theta) \) and \( W(t) \) are the same except for a time-shift, the sample paths of \( W(t + \Theta) \)
are also predictable with a periodic predictor. Furthermore, the sample paths of a S
and E, but not CE, process \( X(t) \) can admit periodic AR (PAR) models (w.p. 1) with
finite periodic order even though the stochastic process \( X(t) \) admits no finite-order
AR model. For example, let the CS and CE process \( Z(t) \) be a first-order PAR process.
The stationary process \( X(t) = Z(t + \Theta) \) will not, in general, admit any finite-order
AR model. But its sample paths, being the same as the sample paths of \( Z(t) \) except
for a time shift, admit first-order PAR models that can be identified from the sample
path statistics.

**Example 3:** Let \( X(t) \) and \( Y(t) \) be jointly S (for all \( n \)) and E, but not CE, and,
according to the usual definition of *causality*, let there be no causal relationship of
\( X(t) \) to \( Y(t) \). That is, no linear or nonlinear *time-invariant* operation on \( X(t) \) and its
past has any prediction capability for \( Y(t) \) and its future. Yet, each sample path of
\( Y(t) \) can possibly be perfectly cyclically caused by the corresponding sample path of
\( X(t) \). That is, a periodic operation on \( X(t) \) can possibly perfectly predict \( Y(t) \). As a
specific example, consider the two continuous-time processes

\[
X(t) = Z(t) = \pm 1
\]

\[
Y(t) = Z(t - \tau) \cos(t + \Theta)
\]

where the transition times between \(+1\) and \(-1\) are arbitrary, and \( \Theta \) is independent of
\( Z(t) \) and uniformly distributed on \([0, 2\pi]\). It can easily be shown that

\[
E \left\{ X^a(t - v) X^m(t) \right\} = E \left\{ X^a(t - v) \right\} E \left\{ Y^m(t) \right\}
\]

for all \( n \) and \( m \), and all \( v \); that is, \( Y(t) \) is statistically independent of the past of \( X(t) \).
Nevertheless, each sample path of \( Y(t) \) can be perfectly predicted from the past of
the corresponding sample path of \( X(t) \):

\[
Y(t) = X(t - \tau) \cos(t + \Theta).
\]

**Example 4:** Let \( Z(t) = X(t) + Y(t) \), where \( X(t) \) and \( Y(t) \) are statistically
independent, S (for \( n = 2 \)), and E, but not CE, processes that have identical spectral
densities. The Wiener filter for extracting \( X(t) \) from \( Z(t) \) (separating \( X(t) \) and \( Y(t) \))
is essentially useless. Its transfer function is a constant. Yet the sample paths of \( X(t) \)
and \( Y(t) \) can possibly be perfectly separated with a periodic filter. Examples include
communication signals such as digital QAM, AM, PSK, ASK, and PAM. As a specific
example, it can be shown (Gardner, 1993) that up to \( N \) spectrally coincident digital
QAM signals with excess bandwidth \( \geq (N - 1)100\% \) can be perfectly separated.

**Example 5:** Let \( X(t) = \{X_1(t), X_2(t)\} \) be purely S (for all \( n \)) with a
probabilistic model that is very similar to that of \( Y(t) = \{Y_1(t), Y_2(t)\} \), which is CS (e.g.,
\( X(t) \) and \( Y(t) \) are both Gaussian processes and the PSDs of \( X(t) \) equal those of the
stationarized \( Y(t) \)). The Cramér-Rao bounds of the same parameters in each of \( X(t) \)
and \( Y(t) \) (e.g., the relative time delay (TD) of an additive signal component common
to both \( X_1(t) \) and \( X_2(t) \)) can be drastically different. This has been demonstrated for
TD at two reception platforms and for angle-of-arrival at a sensor array (Chen and
Gardner, 1992; Schell and Gardner, 1992b). Moreover, even the Cramér-Rao bound of
the stationarized \( Y(t) \) can be drastically different from that of the purely S \( X(t) \).

**Example 6:** Let \( X(t) \) and \( Y(t) \) be independent, S (for all \( n \)), and E, but not
CE, and let \( Z(t) \) be specified under two hypotheses—

under hypothesis 1: \( Z(t) = X(t) + Y(t) \)

under hypothesis 2: \( Z(t) = Y(t) \)

The “optimum” (e.g., maximum-posterior-probability) detector for the presence
of \( X(t) \) in \( Z(t) \) can be greatly outperformed by detectors that exploit the hidden CS
in \( X(t) \) and/or \( Y(t) \), e.g., the joint maximum-posterior-probability detector and phase
estimator (Gardner, 1988b; Gardner and Spooner, 1992a).

2.13 Two Paths into the Future

One approach to this unsettling situation, which is illustrated by the preceding
examples, that should appeal to mathematicians is to take what shall be called *Path i*:
Develop the needed theory of PCE. The current status of the theory of CE and PCE is
that substantial progress has been made for (1) CE w.p. 1 for discrete-time CS
processes and Gaussian continuous-time CS processes, and (2) PCE in mean-square
for finite-order moments of discrete- and continuous-time PCS processes. Little or
no progress has been made for (1) PCE w.p. 1 for discrete-time PCS processes, (2)
CE w.p. 1 for non-Gaussian continuous-time CS and PCS processes, and (3) PCE
w.p. 1 for continuous-time CS and PCS processes.

The only paper to address PCE w.p. 1 (Boyles and Gardner, 1983) suggests that
a substantial breakthrough will be required (even for the much less technical case of
discrete time): conventional approaches and ideas apparently lead to dead ends. This
suggests a challenge not unlike that Birkhoff faced around 1930 when he formulated
and proved the fundamental ergodic theorem to replace the very unsatisfying *ergodic
hypothesis.* We need a fundamental polycycleergodic theorem that elegantly
formalizes our informal notion of a PCE process in terms of a necessary and sufficient
condition on the associated probability measure.

The most useful concept regarding PCE that we have for applications is the
following unproved proposition.

**Proposition** PCS processes constructed from stable (decaying-memory) non-
random polyperiodic transformations of purely stationary ergodic processes are PCE.

Stochastic-process models for many, if not most, communications signals can
be constructed in this way.

In view of the difficulties before us, we should ask what some of the advantages of
the stochastic-process approach are. The most apparent advantages are listed here:

1. It is the orthodox approach to modeling and studying evolutionary random
phenomena and it is, therefore, attractive to those already familiar with it.
2. Mathematicians do know how, in principle, to construct stochastic-process models from elementary mathematical constructs (Borel fields, sigma algebras, probability measures, etc.). Therefore, there is a greater likelihood of success (compared with time-series) in constructing a mathematical theory of PCS and PCE processes from a few basic axioms.

3. It is possible, in principle, to exploit the hidden CS (or PCS) in a non-CE (or non-PCE) process within the conventional framework of stochastic processes. But, this requires that one have a model of the hidden CS (or PCS) that is explicitly dependent on one or more random phase variables \( \Theta \) that are responsible for the lack of CE so that one can calculate probability densities and expectations conditioned on \( \Theta \).

4. Development of the theory of PCE will help clear the way for making the time-space theory of time-series mathematically rigorous.

In spite of these advantages, there is an alternative approach that should appeal to pragmatic engineers and scientists. Let us begin with the following perspective: The probability-space approach based on expectation introduces abstractions that, in many applications (e.g., many problems for which single-sample-path signal processing is of interest), have no redeeming practical value. Some of these abstractions can be properly dealt with only with a theory of PCE that is presently nonexistent. Regressing back to pre-1930 and adopting a "PCE hypothesis" is very unappealing (because the hypothesis can be false).

So, let us consider taking what shall be called Path 2: Adopt the time-space approach whose theory is in many ways dual to that of the probability-space approach, but without the practical drawbacks associated with cycloergodicity and the distracting abstraction associated with expectation over ensembles.

The essence of cyclostationarity from an operational standpoint is the fact that sine waves making up additive polyperiodic components can be generated from random data by applying certain nonlinear transformations. And, the time-space theory of cyclostationarity arises naturally out of the fundamental theorem of polyperiodic-component extraction using the generalized temporal expectation operation \( \mathcal{E} \mathit{t} \), whereas the expectation \( \mathcal{E} \) that gives rise to the probability-space theory has little to do with the essence of cyclostationarity.

But, can we construct time-series models? The answer is yes. Time-series models for many, if not most, communication signals can be constructed by subjecting one or more elementary time-series (e.g., purely stationary and white) to elementary transformations such as filters, periodic modulators, multiplexors, etc. (Gardner, 1987a).

The defining properties of a discrete-time purely stationary white time-series are:

1. Whiteness: \( f_{x(t)}(x_{\ell}) = f_{x(t+t_{i})}(x_{1}) f_{x(t+t_{2})}(x_{2}) \ldots f_{x(t+t_{n})}(x_{n}) \) for unequal \( t_{1}, t_{2}, \ldots, t_{n} \).

2. Pure stationarity: \( f_{x(t)}(x) = f_{x(t)}(x) \) for all \( \{x\} \).

3. Existence: any sample path of any i.i.d. stochastic process will do (w.p. 1).

Okay. But, can we do probabilistic analysis using time-space theory? The answer, again, is yes. Performance measures such as bias, variance, Cramér-Rao bounds, confidence intervals, probabilities of decision-errors, etc., can be calculated using time-space theory just as well as they can using probability-space theory (Gardner, 1987a). But can we use the theory of statistical inference and decision? Yes, indeed.

The author’s current assessment of progress along Path 2 can be summarized as follows: The considerable progress in the development and application of the time-space (or temporal-probability, or fraction-of-time probability) theory of CS and PCS time-series that has been made since its adoption by the UCD and SSPI groups in 1985, cf. (Gardner, 1987a, 1991a) includes:

1. Temporal and spectral second-order-moment theory (cyclic autocorrelation and cyclic spectra, or spectral correlation functions) (Gardner, 1987a; Section 3 in this chapter).

2. Temporal and spectral higher-order-moment and cumulant theory (cyclic cumulants and cyclic polyspectra, or spectral cumulants) (Gardner and Spooner, 1992a,b; Spooner and Gardner, 1992a,b; Spooner, 1992; Chapter 2 in this volume).


Also, the conceptual gap between the existing time-space theory and its application to many signal-processing problems in communications is perceived by its current users to be much narrower than it is for the dual probability-space theory.

Further support for taking Path 2 includes the fact that the temporal-probability approach, which is centered on the concrete sine-wave extraction operation, has led naturally to a derivation of the cumulant as the solution to a fundamental problem in characterizing higher-order CS and PCS. It is doubtful that this derivation would have been discovered within the stochastic-process framework, which is centered on the abstract expectation operation. This derivation is discussed in Chapter 2 in this volume.
But, in the final analysis, the duality between the time-space and probability-space theories will likely result in either path taking the sufficiently persistent practical problem solver to the same places, although not necessarily in the same elapsed time or with the same energy. This duality can be formalized with the following loosely stated conjecture.

**Conjecture**  For every theorem that can be proved for a PCE PCS process, a dual theorem can be proved for a PCS time-series—and vice versa.

This can be viewed as a generalization of Wold's isomorphism from S to PCS processes.

Nevertheless, there does remain a fundamental question that is not yet always answerable: Given a self-consistent set of probability distributions $P_{\xi}(\alpha)$ for all orders $n$, does there exist a corresponding time-series $x(t)$? We have sufficient conditions on $P_{\xi}(\alpha)$, that guarantee existence of $x(t)$: They are identical to the conditions that guarantee that $F_{X}(\tau)$ is PCE and they are called mixing conditions in the theory of stochastic processes. But we do not yet have a necessary and sufficient condition. (This presents another challenge for mathematicians.)

With regard to the taking of Paths 1 and 2, we can draw three conclusions:

1. The more abstract theory of PCS stochastic processes will undoubtedly be found to be of considerable value as it is developed, and those who are sufficiently mathematically inclined are encouraged to pursue this approach.

2. The less abstract theory of cyclostationary time-series is more accessible to engineers and scientists interested in theory as a conceptual aid for solving practical problems. It should be the preferred approach for the practically oriented whenever ensembles are not, in and of themselves, of primary concern.

3. Both theories present important challenges to mathematicians.

In the remainder of this chapter, Path 2 is taken, and the theory and application of second-order (wide-sense) cyclostationarity is pursued in some detail.

### 3 INTRODUCTION TO THE PRINCIPLES OF SECOND-ORDER (WIDE-SENSE) CYCLOSTATIONARY

The second-order (wide-sense\(^{12}\)) theory of discrete-time stochastic processes deals with the probability-space autocorrelation function

$$R_{X}(t, t - \tau) = E\{X(t)X^{*}(t - \tau)\}.$$  

For a PCS process $X(t)$, this function is polyperiodic in $t$ for each $\tau$. The associated Fourier series for this function is

$$R_{X}(t, t - \tau) = \sum_{[\alpha]} R_{X}^{\alpha}(\tau) e^{2\pi i \alpha(t - \tau/2)}$$

where $[\alpha]$ includes all values of $\alpha$ in the principal domain $(-1/2, 1/2]$ for which the corresponding Fourier coefficient is not identically zero as a function of $\tau$:

$$R_{X}^{\alpha}(\tau) \triangleq \{R_{X}(t, t - \tau) e^{-i2\pi \alpha(t - \tau/2)}\} \neq 0.$$  

If this PCS process is PCE, then (with probability equal to one)

$$R_{X}^{\alpha}(\tau) = \hat{R}_{X}^{\alpha}(\tau) \triangleq \{X(t)X^{*}(t - \tau) e^{-2\pi \alpha(t - \tau/2)}\}.$$  

The sine waves $\exp(i2\pi \alpha(t - \tau/2))$ in the Fourier series introduced here contain the time shift $-\tau/2$ so that the discrete-time theory presented here will match the continuous-time theory (cf. Gardner, 1985) in which the function $R_{X}(t + \tau/2, t - \tau/2)$ is expanded in a Fourier series with unshifted sine waves $\exp(i2\pi \alpha t)$.

The second-order theory of PCS discrete time-series $x(t)$ deals with the time-space autocorrelation function

$$\hat{E}^{[2]} \{x(t)x^{*}(t - \tau)\} = \sum_{[\alpha]} \hat{E}^{[0]} \{x(t)x^{*}(t - \tau) e^{-i2\pi \alpha t}\} e^{i2\pi \alpha t}$$

$$= \sum_{[\alpha]} \hat{R}_{x}^{\alpha}(\tau) e^{i2\pi \alpha (t - \tau/2)},$$

where

$$\hat{R}_{x}^{\alpha}(\tau) \triangleq \hat{E}^{[0]} \{x(t)x^{*}(t - \tau) e^{-i2\pi \alpha (t - \tau/2)}\}.$$  

That is, this theory deals with the sine-wave components in the delay product $x(t)x^{*}(t - \tau)$, whereas in the stochastic-process framework, we deal with an ensemble average that happens to be made up entirely of a sum of sine waves.

When our primary concern is the sine-wave components generated from $x(t)$ by the quadratic transformation $x(t)x^{*}(t - \tau)$, then the expectation operation $\hat{E} \{\cdot\}$ and the associated ensemble are irrelevant. This being the case here, we proceed with the time-space theory. However, it is mentioned that the time-space theory presented can be translated to a probability-space theory (cf. Section 2) simply by following the rule:

For all sinusoidally-weighted time averages $(z(t)e^{-i2\pi \alpha t})$ of time-series $z(t)$, replace $z(t)$ by the expected value $E[Z(t)]$ of the corresponding stochastic process $Z(t)$ to obtain $(E[Z(t)]e^{-i2\pi \alpha t})$ (when $\alpha = 0$, the operation $\langle \cdot \rangle$ can be omitted to obtain $E[Z(t)]$ only if $Z(t)$ is purely stationary).

Common examples of $z(t)$ appearing in this presentation include delay products $x(t)x^{*}(t - \tau)$ and cross products $z(t) = u(t)v^{*}(t)$.  

\(^{11}\)The practical value of this approach is amply demonstrated for parametric and nonparametric spectral analysis of S as well as CS and PCS time-series in (Gardner, 1987a).

\(^{12}\)Wide-sense theory deals with moments, whereas strict-sense theory deals with probability distributions.
In the remainder of this chapter, the circumflex notation (that was introduced in Section 2) on all time-average quantities is omitted for simplicity.

In the first part of this section, the possibility of generating spectral lines by simply squaring the signal is illustrated for two types of signals: the random-amplitude modulated sine wave and the random-amplitude modulated periodic pulse train. Then in the second part, it is explained that the property that enables spectral-line generation with some type of quadratic time-invariant transformation is called cyclostationarity of order 2 (in the wide sense) and is characterized by the cyclic autocorrelation function, which is a generalization of the conventional autocorrelation function. Following this, it is shown that a signal exhibits cyclostationarity if and only if the signal is correlated with certain frequency-shifted versions of itself.

In the third and last part of this section, the correlation of frequency-shifted versions of a signal is localized in the frequency domain and this leads to the definition of a spectral correlation density function. It is then explained that this function is the Fourier transform of the cyclic autocorrelation function. This Fourier-transform relation between these two functions includes as a special case the well-known Wiener relation between the power spectral density function and the autocorrelation function.

A normalized form of the spectral correlation density function that converts it into a spectral correlation coefficient, whose magnitude is between zero and unity, is then introduced as a convenient measure of the degree of spectral redundancy in a signal.

Continuing in the final part of this section, the effects on the spectral correlation density function of several signal-processing operations are described. These include filtering and waveform multiplication, which in turn include the special cases of time delay and multi-path propagation, bandlimiting, frequency conversion, and time sampling. These results are used to derive the spectral correlation density function for the random-amplitude modulated sine wave, the random-amplitude modulated periodic pulse train, and the binary phase-shift key sine wave. The spectral correlation density functions for some other types of phase-shift keyed signals are also described graphically.

To conclude this section, the measurement of the estimation of the ideal spectral correlation density function is discussed and a particular algorithm for this purpose is illustrated with a simulation of a phase-shift keyed signal.

To complement similar treatments of this material (Gardner, 1987a; Gardner, 1991a), attention is focused in this section primarily on discrete-time signals rather than continuous-time signals.

### 3.1 Spectral Line Generation

A discrete-time signal $x(t)$, for $t = 0, \pm 1, \pm 2, \pm 3, \ldots$, contains a finite-strength additive sine-wave component (an ac component) with frequency $\alpha$, say

$$a \cos(2\pi\alpha t + \theta) \quad \text{with } \alpha \neq 0$$

(1)

if the Fourier coefficient

$$M_a^\alpha = \langle x(t) e^{-j 2\pi \alpha t}\rangle$$

(2)

is not zero, in which case (1) gives

$$M_a^\alpha = \frac{1}{2} a e^{j\theta}.$$

In (2), the operation $\langle \cdot \rangle$ is the time-averaging operation

$$\langle \cdot \rangle \triangleq \lim_{Z \to \infty} \frac{1}{Z+1} \sum_{n=-Z}^{Z} \cdot.$$ 

In this case, the power spectral density (PSD) of $x(t)$ includes a spectral line at $f = \alpha$ and its image $f = -\alpha$. (The PSD is defined later in this section.) That is, the PSD in the principal domain $[-1/2, 1/2]$ contains the additive term

$$|M_a^\alpha|^2 \left[ \delta(f - \alpha) + \delta(f + \alpha) \right].$$

(3)

where $\delta(\cdot)$ is the Dirac delta, or impulse, function. For convenience in the sequel, it is said that such a signal exhibits first-order periodicity, with frequency $\alpha$.

Let $x(t)$ be decomposed into the sum of its finite-strength sine-wave component, with frequency $\alpha$, and its residual, say $n(t)$,

$$x(t) = a \cos(2\pi\alpha t + \theta) + n(t),$$

(4)

where $n(t)$ is defined to be that which is left after subtraction of (1) from $x(t)$. It is assumed that $n(t)$ is random. Here, the term random is used to denote nothing more than the vague notion of erratic or unpredictable behavior. If the sine wave is weak relative to the random residual, it might not be evident from visual inspection of $x(t)$ that it contains a periodic component. Hence, it is said to contain hidden periodicity. However, because of the associated spectral lines, hidden periodicity can be detected and in some applications exploited through techniques of spectral analysis.

This presentation is concerned with signals that contain more subtle types of hidden periodicity that, unlike first-order periodicity, do not give rise to spectral lines in the PSD, but that can be converted into first-order periodicity by a nonlinear time-invariant transformation of the signal. In particular, we shall focus on the type of hidden periodicity that can be converted by a quadratic transformation to yield spectral lines in the PSD.

The discussion begins with two motivating examples. In the convention used here, the PSD for $x(t)$ is denoted by $S_x(f)$ and is periodic with unity period. $S_x(f)$

13For convenience, the notation herein is modified from that in (Gardner, 1987a; Gardner 1991a) here, $R_x^a$ and $S_x^a$ are used for continuous time and $R_x^a$ and $S_x^a$ are used for discrete time.

14The strength of the spectral line is $|M_x^a|^2$ as indicated in (3) if and only if the limit (2) exists in the temporal mean square sense with respect to the time parameter $u$ obtained by replacing $t$ with $t + u$ in (2) (Gardner, 1987a, Chapter 15, sec. 6).
denotes the PSD restricted to the principal domain \((-1/2, 1/2)\); therefore,

\[
S_x(f) = \sum_{n=-\infty}^{\infty} \tilde{S}_x(f + n).
\]

On occasion, continuous-time signals also are discussed herein. In such cases it is assumed that the signal is time-scaled and bandlimited so that the PSD is restricted to the band \((-1/2, 1/2)\). Consequently, the PSD of the discrete-time sampled version, restricted to the principal domain, will be identical to the PSD of the continuous-time signal. Consequently, the same notation, \(\tilde{S}_x(f)\), is used for both.

**Example 1: AM** Let \(a(t)\) be a real random lowpass signal (say lowpass filtered thermal noise) with the PSD \(S_a(f)\) shown in Fig. 5a, which contains no spectral lines. If \(a(t)\) is used to modulate the amplitude of a sine wave, we obtain the amplitude-modulated (AM) signal

\[
x(t) = a(t) \cos(2\pi f_0 t),
\]

whose PSD \(S_x(f)\) is given by (Gardner, 1987a, Chapter 3, Sec. D)

\[
S_x(f) = \frac{1}{4} S_a(f + f_0) + \frac{1}{4} S_a(f - f_0)
\]

as shown in Fig. 5b.

Although the PSD is centered about \(f = f_0\) and \(f = -f_0\), there is no spectral line at \(f_0\) or \(-f_0\). The reason for this is that, as shown in Fig. 5a, there is no spectral line in \(S_a(f)\) at \(f = 0\). This means that the dc component

\[
M_a^0 \triangleq \langle a(t) \rangle
\]

is zero, since the strength of any spectral line at \(f = 0\) is \(M_a^0\).

Let us now square \(x(t)\) to obtain

\[
y(t) = x^2(t) = a^2(t) \cos^2(2\pi f_0 t)
\]

\[
= \frac{1}{2} [b(t) + b(t) \cos(4\pi f_0 t)]
\]

where

\[
b(t) = a^2(t).
\]

Since \(b(t)\) is nonnegative, its dc value must be positive: \(M_b^0 > 0\). Consequently, the PSD of \(b(t)\) contains a spectral line at \(f = 0\), as shown in Fig. 5c. The PSD for \(y(t)\) is given by

\[
S_y(f) = \frac{1}{4} \left[ S_b(f) + \frac{1}{4} S_b(f + 2f_0) + \frac{1}{4} S_b(f - 2f_0) \right]
\]

and, as shown in Fig. 5d, it contains spectral lines at \(f = \pm 2f_0\) as well as at \(f = 0\). Thus, by putting \(x(t)\) through a quadratic transformation (a squarer in this case) we have converted the hidden periodicity resulting from the sine-wave factor \(\cos(2\pi f_0 t)\) in (5) into first-order periodicity with associated spectral lines. This is particularly easy to see if \(a(t)\) is a random binary sequence that switches back and forth between

---

**Figure 5:** (a) Power spectral density (PSD) of a lowpass signal. (b) PSD of an amplitude-modulated (AM) signal. (c) PSD of a squared lowpass signal. (d) PSD of a squared AM signal.
+1 and −1 because then \( b(t) \equiv 1 \) and \( y(t) \) in (8) is therefore a periodic signal:

\[
y(t) = \frac{1}{2} + \frac{1}{2} \cos(4\pi f_0 t).
\]

**Example 2: PAM** As another example, we consider the real pulse-amplitude-modulated (PAM) signal

\[
x(t) = \sum_{n=-\infty}^{\infty} a(nT_o) p(t - nT_o),
\]

where the pulse \( p(t) \) is confined within the interval \((-T_o/2, T_o/2)\) so that the pulse translates do not overlap, as shown in Fig. 6. For simplicity, we consider a continuous-time signal in this example (to avoid aliasing). The PSD of \( x(t) \) is given by (Gardner, 1987a, Chapter 3, Sec. D)

\[
\hat{S}_x(f) = \frac{1}{T_o} \left| \hat{P}(f) \right|^2 \sum_{m=-\infty}^{\infty} \hat{S}_p(f - m/T_o),
\]

where \( \hat{S}_p(f) \) is shown in Fig. 5a, which contains no spectral lines, and where \( \hat{P}(f) \) is the Fourier transform of \( p(t) \). Since there are no spectral lines in \( \hat{S}_p(f) \) (or \( \hat{P}(f) \) since \( p(t) \) has finite duration), there are none in \( \hat{S}_x(f) \), as shown in Fig. 7a, regardless of the periodic repetition of pulses in \( x(t) \). But, let us look at the square of \( x(t) \):

\[
y(t) = x^2(t) = \sum_{n=-\infty}^{\infty} b(nT_o) q(t - nT_o),
\]

where

\[
b(nT_o) = a^2(nT_o)
\]

and

\[
q(t) = p^2(t).
\]

The PSD for \( y(t) \) is given by

\[
\hat{S}_y(f) = \frac{1}{T_o} \left| \hat{Q}(f) \right|^2 \sum_{m=-\infty}^{\infty} \hat{S}_p(f - m/T_o),
\]

where \( \hat{Q}(f) \) is the Fourier transform of \( q(t) \). Because of the spectral line at \( f = 0 \) in \( \hat{S}_b(f) \), which is shown in Fig. 5c, we have spectral lines in \( \hat{S}_y(f) \) at the harmonics \( m/T_o \) for some integer values of \( m \) of the pulse rate \( 1/T_o \), as shown in Fig. 7b. Thus, again, we have converted the hidden periodicity in \( x(t) \) into first-order periodicity with associated spectral lines by using a quadratic transformation. This is particularly easy to see if \( a(nT_o) \) is a random binary sequence with values \( \pm 1 \), because then \( b(nT_o) = 1 \) and \( y(t) \) in (13) is therefore a periodic signal

\[
y(t) = \sum_{n=-\infty}^{\infty} q(t - nT_o).
\]

---

**Figure 6:** A pulse-amplitude-modulated (PAM) signal with pulse width less than interpulse time.

**Figure 7:** (a) Power spectral density (PSD) of a pulse-amplitude-modulated (PAM) signal with 67% duty-cycle pulses. (b) PSD of the squared PAM signal.

### 3.2 The Cyclic Autocorrelation Function

Although the squaring transformation works in these examples, a different quadratic transformation involving delays can be required in some cases. For example, if \( a(nT_o) \)
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transformation without the conjugate can also be useful (Gardner, 1987a, Chapter 10, Sec. C). From (19), the fundamental parameter (18) of second-order periodicity for continuous time becomes

$$\tilde{R}_x^2(\tau) \triangleq \langle x(t + \tau/2) x^*(t - \tau/2) e^{-i2\pi \alpha \tau} \rangle,$$

which is the Fourier coefficient $M_\alpha^2$ of the additive sine-wave component with frequency $\alpha$ contained in the delay-product signal $y(t)$. However, for discrete-time signals, delays equal to half the sampling increment are not allowed. Nevertheless, since

$$\langle x(t) x^*(t - \tau) e^{-i2\pi \alpha \tau} \rangle = \tilde{R}_x^2(\tau) e^{-i\pi \alpha \tau}$$

for continuous time, then we can define the fundamental parameter of second-order periodicity for discrete time as follows

$$R_x^2(\tau) \triangleq \langle x(t) x^*(t - \tau) e^{-i2\pi \alpha \tau} \rangle e^{i\pi \alpha \tau}$$

in order to maintain the strongest analogy between the continuous- and discrete-time theories. Observe that since $t$ and $\tau$ take on only integer values, then $R_x^2(\tau)$ is periodic in $\alpha$ with period two, and also $R_x^{2+1}(\tau) = R_x^2(\tau) e^{i\pi}$.

The notation $R_x^2(\tau)$ is introduced for this Fourier coefficient because, for $\alpha = 0$, (20) reduces to the conventional autocorrelation function

$$R_x^0(\tau) = \langle x(t) x^*(t - \tau) \rangle,$$

for which the notation $R_x(\tau)$ is commonly used. Furthermore, since $R_x^2(\tau)$ is a generalization of the autocorrelation function, in which a cyclic (sinusoidal) weighting factor $e^{-i2\pi \alpha \tau}$ is included before the time-averaging is carried out, $R_x^2(\tau)$ is called the cyclic autocorrelation function. Also, the conjugate cyclic autocorrelation for complex-valued signals obtained from (20) by deleting the conjugate,

$$R_x^{2+}(\tau) = \langle x(t) x^*(t - \tau) e^{-i2\pi \alpha \tau} \rangle e^{i\pi \alpha \tau},$$

is a further modification of the conventional autocorrelation.\(^{15}\)

Thus, we have two distinct interpretations of $R_x^2(\tau) = M_\alpha^2$. In fact, we have yet a third distinct interpretation, which can be obtained by simply factoring $\exp(-i2\pi \alpha \tau)$ in order to reexpress (20) as

$$R_x^2(\tau) = \langle \left[ x(t) e^{-i\pi \alpha \tau} \right] \left[ x(t - \tau) e^{i\pi \alpha \tau} \right]^* \rangle.$$

---

\(^{15}\) Although some readers will recognize the similarity between the cyclic autocorrelation function and the radar ambiguity function, the relationship between these two functions is only superficial. The concepts and theory underlying the cyclic autocorrelation function, as summarized in this article, have little in common with the concepts and theory of radar ambiguity (cf. Gardner, 1987a, Chapter 10, Sec. C)). For example, the radar ambiguity function has no meaning relevant to ambiguity (in Doppler) when applied to a real signal, or when applied to a complex signal without the conjugate.
That is, $R_v^a(\tau)$ is actually a conventional cross-correlation function

$$R_{uv}(\tau) \triangleq (u(t)v^*(t-\tau)) = R_v^a(\tau), \quad (23)$$

where

$$u(t) = x(t) e^{-i\alpha t} \quad (24a)$$

and

$$v(t) = x(t) e^{+i\alpha t} \quad (24b)$$

are frequency translates of $x(t)$. Recall that multiplying a signal by $\exp(\pm i\alpha t)$ shifts the spectral content of the signal by $\pm\alpha/2$. For example, the PSDs of $u(t)$ and $v(t)$ are

$$S_u(f) = S_u(f + \alpha/2) \quad (25)$$

and

$$S_v(f) = S_v(f - \alpha/2). \quad (26)$$

It follows from (23) and (24) that $x(t)$ exhibits second-order periodicity with $\alpha$ not identically zero as a function of $\tau$ for some $\alpha \neq 0$ if and only if frequency translates of $x(t)$ are correlated with each other in the sense that (23) is not identically zero as a function of $\tau$ for some $\alpha \neq 0$ in (24). This third interpretation of $R_v^a(\tau)$ suggests an appropriate way to normalize $R_v^a(\tau)$ as explained next.

As long as the mean values of the frequency translates $u(t)$ and $v(t)$ are zero (which means that $x(t)$ does not contain finite-strength\textsuperscript{16} additive sine-wave components at frequencies $\pm\alpha/2$ and, therefore, that $S_x(f)$ has no spectral lines at $f = \pm\alpha/2$), the crosscorrelation $R_{uv}(\tau) = R_v^a(\tau)$ is actually a temporal crosscovariance $K_{uv}(\tau)$. That is,

$$K_{uv}(\tau) \triangleq \langle [u(t) - \langle u(t) \rangle][v(t - \tau) - \langle v(t - \tau) \rangle]^* \rangle$$

$$= \langle u(t)v^*(t - \tau) \rangle = R_{uv}(\tau) \quad (27)$$

An appropriate normalization for the temporal crosscovariance is the geometric mean of the two corresponding temporal variances. This yields a temporal correlation coefficient, the magnitude of which is upper bounded by unity. It follows from (24) that the two variances are given by

$$K_v(0) = R_v(0) = \langle |u(t)|^2 \rangle = R_x(0) \quad (28a)$$

and

$$K_u(0) = R_u(0) = \langle |v(t)|^2 \rangle = R_x(0). \quad (28b)$$

Therefore, the temporal correlation coefficient for frequency translates is given by

$$\frac{K_{uv}(\tau)}{[K_u(0)K_v(0)]^{1/2}} = \frac{R_v^a(\tau)}{R_x(0)} \triangleq \gamma_v^a(\tau). \quad (29)$$

\textsuperscript{16}It does contain infinitesimal sine-wave components.

Hence, the appropriate normalization factor for the cyclic autocovariance $R_v^a(\tau)$ is simply $1/R_x(0)$ (and it is the same for the conjugate cyclic autocovariance).

This is a good point at which to introduce some more terminology. A signal $x(t)$ for which the autocorrelation $R_x(\tau)$ exists (e.g., remains finite as the averaging time goes to infinity) and is not identically zero (as it is for transient signals) is commonly said to be stationary of second order (in the wide sense). But we need to refine the terminology to distinguish between those stationary signals that exhibit second-order periodicity ($R_v^a(\tau) \neq 0$ for some $\alpha \neq 0$) and those stationary signals that do not ($R_v^a(\tau) \equiv 0$ for all $\alpha \neq 0$). Consequently, we shall call the latter for which $R_v^a(\tau) \equiv 0$ stationary of second order (in the wide sense) and the former for which $R_v^a(\tau) \neq 0$ for some values of $\alpha$ that are integer multiples of a fundamental frequency $1/T$ (corresponding to the period $T$) cyclostationary of second order (in the wide sense). If there is more than one fundamental frequency, then we call the signal multicyclostationary of second order (in the wide sense). We shall also call any nonzero value of the frequency parameter $\alpha$ in the principal domain $(-\frac{1}{2}, \frac{1}{2})$ for which $R_v^a(\tau) \neq 0$ a cycle frequency. The discrete set of cycle frequencies is called the cycle spectrum. For example, if a signal is cyclostationary, the cycle spectrum contains only harmonics (integer multiples) of the fundamental cycle frequency, which is the reciprocal of the fundamental period. But if the signal is polycyclostationary, then the cycle spectrum contains harmonics of each of the incommensurate fundamental cycle frequencies.

We conclude this section by reconsidering the AM example and determining the cyclic autocorrelation function for the AM signal.

Example 1 continued: AM Let $a(t)$ be a real random stationary signal with zero mean:

$$\langle a(t) \rangle = 0, \quad (30a)$$

$$\langle a(t)a^*(t - \tau) \rangle \neq 0, \quad (30b)$$

$$\langle a(t)a^*(t - \tau) e^{-i2\pi\alpha\tau} \rangle \equiv 0 \quad \text{for all} \quad \alpha \neq 0. \quad (30c)$$

Equation (30c) guarantees that

$$\langle a(t)e^{-i2\pi\alpha\tau} \rangle \equiv 0 \quad \text{for all} \quad \alpha \neq 0. \quad (30d)$$

We consider the amplitude-modulated sine wave

$$x(t) = a(t) \cos(2\pi f_v t + \theta)$$

$$= \frac{1}{2} a(t) [e^{i(2\pi f_v t + \theta)} + e^{-i(2\pi f_v t + \theta)}]. \quad (31)$$

Because of (30d), $a(t)$ contains no finite-strength additive sine-wave components and, therefore (together with (30a)), $x(t)$ contains no finite-strength additive sine-wave components. This means that its power spectral density contains no spectral
lines. However, the quadratic transformation

\[ y_x(t) = x(t)x^*(t - \tau) \]

\[ = \alpha(t)a^*(t - \tau) \frac{1}{4} \left[ e^{i2\pi f_0 t} + e^{-i2\pi f_0 t} + e^{i(2\pi f_0 t + 2\theta)} e^{-i2\pi f_0 t} + e^{-i(2\pi f_0 t + 2\theta)} e^{i2\pi f_0 t} \right] \]

(32)

does contain finite-strength additive sine-wave components with frequencies \( \alpha = \pm 2f_0 \), since (30b) renders one or the other of the last two terms in the quantity

\[ (y_x(t) e^{-i2\pi \alpha t}) = \frac{1}{4} e^{i2\pi f_0 t} (\alpha(t)a^*(t - \tau) e^{-i2\pi \alpha t}) \]

\[ + \frac{1}{4} e^{-i2\pi f_0 t} (\alpha(t)a^*(t - \tau) e^{-i2\pi \alpha t}) \]

\[ + \frac{1}{4} e^{i2\theta} e^{-i2\pi f_0 t} (\alpha(t)a^*(t - \tau) e^{-i2\pi (\alpha - 2f_0) t}) \]

\[ + \frac{1}{4} e^{-i2\theta} e^{i2\pi f_0 t} (\alpha(t)a^*(t - \tau) e^{-i2\pi (\alpha + 2f_0) t}) \]

(33)

nonzero for \( \alpha = \pm 2f_0 \). That these are the only two nonzero cycle frequencies follows from the fact that (30c) renders (33) equal to zero for all \( \alpha \) except \( \alpha = 0 \) and \( \alpha = \pm 2f_0 \). Thus, the cycle spectrum consists of only the two cycle frequencies \( \alpha = \pm 2f_0 \) and the degenerate cycle frequency \( \alpha = 0 \).

Hence, the versions \( u(t) \) and \( v(t) \) of \( x(t) \) obtained by frequency shifting \( x(t) \) up and down by \( \alpha/2 = f_0 \) are correlated. This is not surprising since (31) reveals that \( x(t) \) is obtained from \( a(t) \) by frequency shifting up and down by \( f_0 \) and then adding. In conclusion, we have the cyclic autocorrelation function (in the principal domain of \( \alpha \))

\[ R_x^\alpha(\tau) = \begin{cases} 
\frac{1}{2} e^{i2\theta} R_a(\tau) & \text{for } \alpha = \pm 2f_0 \\
\frac{1}{2} R_a(\tau) \cos(2\pi f_0 \tau) & \text{for } \alpha = 0 \\
0 & \text{otherwise,}
\end{cases} \]

(34)

the magnitude of which is graphed in Fig. 9 for a typical autocorrelation \( R_a(\tau) \). It follows from (34) that the temporal correlation coefficient is given by

\[ y_x^\alpha(\tau) = \begin{cases} 
\frac{1}{2} e^{i2\theta} y_a^\alpha(\tau) & \text{for } \alpha = \pm 2f_0 \\
y_a^\alpha(\tau) \cos(2\pi f_0 \tau) & \text{for } \alpha = 0 \\
0 & \text{otherwise.}
\end{cases} \]

(35a)

Thus, the strength of correlation between \( x(t) \exp(-i\pi \alpha t) \) and \( x(t - \tau) \exp(i\pi \alpha (t - \tau)) \), which is given by

\[ |y_x^\alpha(\tau)| = \frac{1}{2} |y_a^\alpha(\tau)|, \]

(35b)

can be substantial (as large as \( 1/2 \)) for this amplitude-modulated signal.

As an especially simple specific example of \( a(t) \), we consider as before a random binary sequence, which switches back and forth between +1 and -1. If we set \( \tau = 0 \) in (32), we obtain

\[ y_0(t) = |x(t)|^2 = |a(t)|^2 \cos^2(2\pi f_0 t + \theta) \]

\[ = \frac{1}{2} + \frac{1}{2} \cos(4\pi f_0 t + 2\theta), \]

which clearly contains finite-strength additive sine-wave components with frequencies \( \alpha = \pm 2f_0 \). In fact, in this very special case, there is no random component in \( y_0(t) \). On the other hand, for \( \tau \neq 0 \), \( y_x(t) \) contains both a sine-wave component and a random component.

To illustrate the conjugate cyclic autocorrelation (21), let us consider the analytic signal for AM,

\[ z(t) = \frac{1}{2} a(t) e^{i(2\pi f_0 t + \theta)}. \]

For this signal, we have

\[ R_{zz}^\alpha(\tau) = \hat{z}(t)z(t - \tau) e^{-i2\pi \alpha t} e^{i\pi \alpha \tau} \]

\[ = \frac{1}{2} a(t) a(t - \tau) e^{i2\pi (f_0 - \alpha/2) t} e^{-i2\pi (f_0 + \alpha/2) (t - \tau)} \]

\[ = \begin{cases} 
\frac{1}{2} R_a(\tau) e^{i2\theta} & \text{for } \alpha = 2f_0 \\
0 & \text{otherwise.}
\end{cases} \]

Other examples of cyclostationary and polycyclostationary signals can be similarly viewed as mixtures of stationarity and periodicity. Examples are cited in
Section 1. Typical cycle spectra include harmonics of pulse rates, keying rates, spreading-code chipping rates, frequency hopping rates, code repetition rates, doubled carrier frequencies, and sums and differences of these (Gardner, 1987a, Chapter 12).

### 3.3 The Spectral Correlation Density Function

In the same way that it is beneficial for some purposes to localize in the frequency domain the average power \(|<x(t)|^2> = R_x(0)| in a stationary random signal, it can be very helpful to localize in frequency the correlation \((u(t)v^*(t)) = \langle |x(t)|^2 e^{-i2\pi ft}\rangle = R_x^f(0)| of frequency-shifted signals \(u(t)\) and \(v(t)\) for a cyclostationary or polycyclostationary random signal \(x(t)\). In the former case of localizing the power, we simply pass the signal of interest \(x(t)\) through a narrowband bandpass filter and then measure the average power at the output of the filter. By doing this with many filters whose center frequencies are separated by the bandwidth of the filters, we can partition any spectral band of interest into a set of contiguous narrow disjoint bands. In the limit as the bandwidths approach zero, the corresponding set of measurements of average power, normalized by the bandwidth, constitute the power spectral density (PSD) function. That is, at any particular frequency \(f\) (in the principal domain \((-1/2, 1/2)\)), the PSD for \(x(t)\) is given by

\[
S_x(f) \triangleq \lim_{B \to 0} \frac{1}{B} \left\langle |h_B^f(t) \ast x(t)|^2 \right\rangle,
\]

where \(\ast\) denotes convolution and \(h_B^f(t)\) is the discrete-impulse response of a one-sided bandpass filter with center frequency \(f\), bandwidth \(B\), and unity gain at the band center (see Fig. 10).

![Figure 10](image)

**Figure 10:** One channel of a spectrum analyzer for measuring the power spectral density (PSD). (The symbol \(\cong\) indicates that the output only approximates the ideal function \(S_x(f)\) for finite \(T\) and \(B\).)

In the latter case of localizing the correlation, we simply pass both of the two frequency translates \(u(t)\) and \(v(t)\) of \(x(t)\) through the same set of bandpass filters that are used for the PSD and then measure the temporal correlation of the filtered signals (see Fig. 11) to obtain

\[
S_x^f(f) \triangleq \lim_{B \to 0} \frac{1}{B} \left\langle \left[ h_B^f(t) \ast u(t) \right] \left[ h_B^f(t) \ast v(t) \right]^* \right\rangle,
\]

which is called the spectral correlation density (SCD) function. This yields the spectral density of correlation in \(u(t)\) and \(v(t)\) at frequency \(f\), which is identical to the spectral density of correlation in \(x(t)\) at frequencies \(f + \alpha/2\) and \(f - \alpha/2\) (see Fig. 12). That is, \(S_x^f(f)\) is the bandwidth-normalized (i.e., divided by \(B\)) correlation of the amplitude and phase fluctuations of the narrowband spectral components in \(x(t)\) centered at frequencies \(f + \alpha/2\) and \(f - \alpha/2\), in the limit as the bandwidth \(B\) of these narrowband components approaches zero. For complex-valued signals, the conjugate SCD obtained from (37) by deleting the complex conjugate is also of interest for some signals (Gardner, 1987a, Chapter 10, Sec. C).
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**Figure 11:** One channel-pair of a spectral correlation analyzer (or a cyclic spectrum analyzer) for measuring the spectral correlation density (or cyclic spectral density).

Strictly speaking, the SCD is not a valid density function in the usual sense, since it is not nonnegative and, in fact, not even real-valued. However, its integral over all frequencies does equal the correlation of \(u(t)\) and \(v(t)\) and, when \(u(t)\) and \(v(t)\) are decomposed into narrowband spectral components, the correlation of the components centered at \(f\) is indeed the SCD evaluated at \(f\). Because of the lack of the nonnegativity property of the SCD, the correlation of \(u(t)\) and \(v(t)\) can equal zero without the SCD being identically zero because the integral of the SCD over all \(f\) can be zero even though the SCD is not identically zero. Nevertheless, because of the properties that the SCD does share with densities like the PSD, the term density is retained.

It is well known (see, for example, (Gardner, 1987a, Chapter 3, Sec. C) for a proof for continuous time) that the PSD obtained from (36) is equal to the Fourier transform of the autocorrelation function.

\[
S_x(f) = \sum_{\tau=-\infty}^{\infty} R_x(\tau) e^{-i2\pi ft}.
\]

Similarly, it can be shown (cf. (Gardner, 1987a, Chapter 11, Sec. C) for continuous time) that the SCD (or conjugate SCD) obtained from (37) is the Fourier transform of the cyclic autocorrelation function (or conjugate cyclic autocorrelation),

\[
S_x^f(f) = \sum_{\tau=-\infty}^{\infty} R^f_x(\tau) e^{-i2\pi ft}.
\]
since increasing \( f \pm \alpha/2 \) by \( \pm 1 \) has no effect on the spectral components at these frequencies, then it follows that \( S^\alpha_x(f) \) also exhibits the periodicity \( S^\alpha_x(f + \frac{1}{2}) = S^\alpha_x(f) \). Consequently, the principal domain for \( S^\alpha_x(f) \) can be taken to be either the square with vertices \( (f, \alpha) = (\pm \frac{1}{2}, \pm \frac{1}{2}) \) or the diamond with vertices \( (f, \alpha) = (0, \pm 1) \) and \( \pm \frac{1}{2}, 0 \). Relation (38) is known as the \textit{Wiener relation} (see, for example, Gardner, 1987a, Chapter 3, Sec. C), and (39) is therefore called the \textit{cyclic Wiener relation} (Gardner, 1987a, Chapter 11, Sec. C). The cyclic Wiener relation includes the Wiener relation as the special case of \( \alpha = 0 \). (In the probablistic framework of stochastic processes, which is based on expected values [ensemble averages] instead of time averages, the probablistic counterpart of (38) is known as the \textit{Wiener-Khinchin relation} and, therefore, the probablistic counterpart of (39) is called the \textit{cyclic Wiener-Khinchin relation} (Gardner, 1990a, Chapter 12, Sec. 12.2).) Because of the relation (39), the SCD is also called the \textit{cyclic spectral density} function (Gardner, 1987a, Chapter 10, Sec. B).

It follows from (39) and the interpretation (23) of \( R^\alpha_x(\tau) \) as \( R_{uv}(\tau) \) that the SCD is the Fourier transform of the crosscorrelation function \( R_{uv}(\tau) \) and is therefore identical to the cross-spectral density function for the frequency translates \( u(t) \) and \( v(t) \):

\[
S^\alpha_x(f) = S_{uv}(f),
\]

where \( S_{uv}(f) \) is defined by the right-hand side of (37) for arbitrary \( u(t) \) and \( v(t) \). This is to be expected since the cross-spectral density \( S_{uv}(f) \) is known (cf. Gardner, 1987a, Chapter 7, Sec. A) to be the spectral correlation density for spectral components in \( u(t) \) and \( v(t) \) at frequency \( f \), and \( u(t) \) and \( v(t) \) are frequency-shifted versions of \( x(t) \). The identity (40) suggests an appropriate normalization for \( S^\alpha_x(f) \): As long as the PSDs of \( u(t) \) and \( v(t) \) contain no spectral lines at frequency \( f \), which means that the PSD of \( x(t) \) contains no spectral lines at either of the frequencies \( f \pm \alpha/2 \), then the correlation of the spectral components (40) is actually a covariance since the means of the spectral components are zero (Gardner, 1987a, Chapter 11, Sec. C). When normalized by the geometric mean of the corresponding variances, which are given by

\[
S_u(f) = S_x(f + \alpha/2)
\]

and

\[
S_v(f) = S_x(f - \alpha/2),
\]

the covariance becomes a correlation coefficient:

\[
\frac{S_{uv}(f)}{[S_u(f) S_v(f)]^{1/2}} = \frac{S^\alpha_x(f)}{[S_x(f + \alpha/2) S_x(f - \alpha/2)]^{1/2}} \triangleq \rho^\alpha_x(f).
\]

Since \( |\rho^\alpha_x(f)| \) is bounded to the interval \([0, 1]\), it is a convenient measure of the degree of local spectral redundancy that results from spectral correlation. For example, for \( |\rho^\alpha_x(f)| = 1 \), we have complete spectral redundancy at \( f + \alpha/2 \) and \( f - \alpha/2 \). For conjugate spectral redundancy of complex-valued signals, (42) is modified by replacing the numerator with the conjugate SCD.
Let us now return to the AM example considered previously.

**Example 1 continued: AM** By Fourier transforming (34) and invoking the cyclic Wiener relation (39), we obtain the following SCD function on the principal domain for the amplitude-modulated signal (31):

\[
S_x^a(f) = \begin{cases} 
\frac{1}{4} e^{\pm j2\alpha} S_a(f) & \text{for } \alpha = \pm 2f_o \\
\frac{1}{2} S_a(f + f_o) + \frac{1}{4} S_a(f - f_o) & \text{for } \alpha = 0 \\
0 & \text{otherwise,}
\end{cases}
\]

(43)

where it has been assumed that \(S_a(f \pm f_o) = 0\) for \(|f| > 1/2\) to avoid aliasing effects in the principal domain. The magnitude of this SCD is graphed in Fig. 13 as the height of a surface above the bifrequency plane with coordinates \(f\) and \(\alpha\). For purposes of illustration, \(a(t)\) is assumed to have an arbitrary low pass PSD for this graph. Observe that although the argument \(f\) of the SCD is continuous, as it always will be for a random signal, the argument \(\alpha\) is discrete, as it always will be since it represents the harmonic frequencies of periodicities underlying the random time-series (the sine-wave carrier in this example).

![Figure 13: Magnitude of the spectral correlation density function for an AM signal graphed as a height above the bifrequency plane with coordinates \(f\) and \(\alpha\).](image)

It follows from (43) that the spectral correlation coefficient is given by

\[
\rho_x^a(f) = \frac{S_x^a(f) e^{\pm j2\alpha}}{[S_a(f + 2f_o) + S_a(f)][S_a(f + f_o) + S_a(f - 2f_o)]^{1/2}} \quad \text{for } \alpha = \pm 2f_o.
\]

(44a)

Thus, the strength of correlation between spectral component in \(x(t)\) at frequencies \(f + \alpha/2\) and \(f - \alpha/2\) is unity:

\[
|\rho_x^a(f)| = 1 \quad \text{for } |f| < f_o \text{ and } \alpha = \pm 2f_o,
\]

(44b)

provided that \(a(t)\) is bandlimited to \(|f| \leq f_o\),

\[
S_a(f) = 0 \quad \text{for } |f| \geq f_o.
\]

(45)

This is not surprising since the two spectral components in \(x(t)\) at frequencies \(f \pm \alpha/2 = f \pm f_o\) are obtained from the single spectral component in \(a(t)\) at frequency \(f\) simply by shifting and scaling. Thus, they are perfectly correlated. That is, the upper (lower) sideband for \(f > 0\) carries exactly the same information as the lower (upper) sideband for \(f < 0\). Techniques for exploiting this spectral redundancy are described in Section 4.

To illustrate the conjugate SCD, we consider the analytic signal \(z(t)\) for AM.

\[
S_{z^a}^x(f) = \sum_{\tau = -\infty}^{\infty} R_{z^a}(\tau) e^{-j2\pi ft}
\]

\[
= \begin{cases} 
\frac{1}{2} S_a(f) e^{2\alpha} & \text{for } \alpha = 2f_o \\
0 & \text{otherwise.}
\end{cases}
\]

Before considering other examples of the SCD, let us first gain an understanding of the effects of some basic signal-processing operations on the SCD. This greatly facilitates the determination of the SCD for commonly encountered man-made signals.

**3.4 Filtering**

When a signal \(x(t)\) undergoes a linear time-invariant (LTI) transformation (i.e., a convolution or a filtering operation),

\[
z(t) = h(t) \otimes x(t) = \sum_{\tau = -\infty}^{\infty} h(\tau) x(t - \tau),
\]

(46)

the spectral components in \(x(t)\) are simply scaled by the complex-valued transfer function \(H(f)\), which is the Fourier transform

\[
H(f) = \sum_{t = -\infty}^{\infty} h(t) e^{-j2\pi ft}
\]

(47)

of the discrete-impulse-response function \(h(t)\) of the transformation. As a result, the PSD gets scaled by the squared magnitude of \(H(f)\) (see, for example, (Gardner, 1987a, Chapter 3, Sec. C) or (Gardner, 1990a, Chapter 10, Sec. 10.1) for continuous time)

\[
S_z(f) = |H(f)|^2 S_x(f).
\]

(48)

Equation (48) can be derived from the definition (36) of the PSD. Similarly, because the spectral components of \(x(t)\) at frequencies \(f \pm \alpha/2\) are scaled by \(H(f \pm \alpha/2)\), the SCD gets scaled by the product \(H(f + \alpha/2)H^*(f - \alpha/2)\):

\[
S_{z^a}^x(f) = H(f + \alpha/2)H^*(f - \alpha/2) S_a^x(f).
\]

(49)
This result, called the input-output SCD relation for filtering, which can be derived from the definition (37) of the SCD, includes (48) as the special case of \( \alpha = 0 \). Observe that it follows from (49) and the definition (42) that

\[
|\rho^a_x(f)| = |\rho^a_z(f)|.
\]

That is, the magnitude of the spectral correlation coefficient is unaffected by filtering (if \( H(f \pm \alpha/2) \neq 0 \)).

**Example 3: Time Delay** As our first example of (49), we consider a filter that simply delays the input by some integer \( t_n \); then \( h(t) = \delta(t - t_n) \), where \( \delta \) is the Kronecker delta, and \( H(f) = e^{-j2\pi f t_n} \). Therefore, for \( z(t) = x(t - t_n) \), we obtain from the input-output SCD relation (49)

\[
S^a_x(f) = S^a_z(f) e^{-j2\pi \alpha t_n},
\]

which indicates that, unlike the PSD, the SCD of a cyclostationary signal is sensitive to the timing or phase of the signal.

**Example 4: Multipath Propagation** As a second example of (49), if \( x(t) \) undergoes multipath propagation during transmission to yield a received signal

\[
z(t) = \sum_n a_n x(t - t_n),
\]

where \( a_n \) and the integer \( t_n \) are the attenuation factor and delay of the \( n \)th propagation path, we have

\[
H(f) = \sum_n a_n e^{-j2\pi f t_n},
\]

and therefore (49) yields

\[
S^a_x(f) = S^a_z(f) \frac{1}{2\pi} \sum_{n,m} a_n a_m^* \exp(-j2\pi [f(t_n - t_m) + \alpha(t_n + t_m)/2]).
\]

**Example 5: Bandpass Signals** As a third example of the utility of the relation (49), let us determine the support region in the \((f, \alpha)\) plane for a bandpass signal with lowest frequency \( b \) and highest frequency \( B \). To enforce such a spectrum, we can simply put any signal \( x(t) \) through an ideal bandpass filter with transfer function (on the principal domain \((-1/2, 1/2))

\[
H(f) = \begin{cases} 
1 & \text{for } |f| < B \\
0 & \text{otherwise}.
\end{cases}
\]

It then follows directly from the input-output SCD relation (49) that the SCD for the output of this filter can be nonzero only for \( |f| - |\alpha|/2 > b \) and \( |f| + |\alpha|/2 < B \):

\[
S^a_x(f) = \begin{cases} 
0 & \text{for } |f| - |\alpha|/2 \leq b \text{ or } |f| + |\alpha|/2 \geq B, \\
S^a_z(f) & \text{otherwise}.
\end{cases}
\]
3.5 Signal Multiplication and Time Sampling

When two signals are multiplied together, we know from the convolution theorem that their Fourier transforms get convolved. From this, we expect some sort of convolution relation to hold for the SCFs of signals passing through a product modulator. In fact, it can be shown (cf. Gardner, 1987a, Chapter 11, Sec. C) or (Gardner, 1990a, Chapter 12, exc. 41) for continuous time) that if \( x(t) \) is obtained by multiplying together two statistically independent\(^{17}\) time-series \( r(t) \) and \( s(t) \),

\[
x(t) = r(t)s(t),
\]

then the cyclic autocorrelation of \( x(t) \) is given by the discrete circular convolution in cycle frequency of the cyclic autocorrelations of \( r(t) \) and \( s(t) \):

\[
R_x^\alpha(\tau) = \sum_{\beta \in (-1, 1]} R^\beta_r(\tau) R^{\alpha-\beta}_s(\tau),
\]

(56)

where, for each \( \alpha, \beta \) ranges over all values in the principal domain \((-1/2, 1/2]\) for which \( R^\beta_r(\tau) \neq 0 \). By Fourier transforming (56), we obtain the input-output SCF relation for signal multiplication:

\[
S_x^\alpha(f) = \int_{-1/2}^{1/2} \sum_{\beta \in (-1, 1]} S_r^\beta(u) S_s^{\alpha-\beta}(f - u) du
\]

(57)

which is a double circular convolution that is continuous in the variable \( f \) and discrete in the variable \( \alpha \).

**Example 6: Frequency Conversion**  As an example of (57), if \( s(t) \) is simply a sinusoid,

\[
s(t) = \cos(2\pi f_o t + \theta),
\]

the product modulator becomes a frequency converter when followed by a filter to select either the up-converted version or the down-converted version of \( r(t) \). By applying first the input-output SCF relation (57) for the product modulator (which applies since a sinusoid is statistically independent of all time-series (Gardner, 1987a, Chapter 15, Sec. A)), and then (49) for the filter, we can determine the up-converted or down-converted SCF. To illustrate, we first determine the SCF for the sinusoid \( s(t) \). By substituting the sinusoid \( s(t) \) into the definition of the cyclic autocorrelation, we obtain

\[
R_s^\alpha(\tau) = \begin{cases} 
\frac{1}{2} \cos(2\pi f_o \tau) & \text{for } \alpha = 0 \\
\frac{1}{2} e^{j2\pi f_o \tau} & \text{for } \alpha = \pm 2f_o \\
0 & \text{otherwise}
\end{cases}
\]

(58)

on the principal domain of \( \alpha \).

\(^{17}\)Time-series are statistically independent if their joint fraction-of-time probability densities factor into products of individual fraction-of-time probability densities, as explained in (Gardner, 1987a, Chapter 15, Sec. A).
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Fourier transforming then yields the SCF

\[
S_x^\alpha(f) = \begin{cases} 
\frac{1}{2} \delta(f - f_o) + \frac{1}{2} \delta(f + f_o) & \text{for } \alpha = 0 \\
\frac{1}{2} e^{j2\pi f_o \delta(f)} & \text{for } \alpha = \pm 2f_o \\
0 & \text{otherwise}
\end{cases}
\]

(59)

on the principal domain, which is illustrated in Fig. 15a. Using (57), we circularly convolve this SCF with that of a stationary signal \( r(t) \), for which

\[
S_r^\alpha(f) = \begin{cases} 
S_r(f) & \text{for } \alpha = 0 \\
0 & \text{for } \alpha \neq 0
\end{cases}
\]

(60)

on the principal domain (see Fig. 15b). The result is that the SCF of the stationary signal simply gets replicated and scaled at the four locations of the impulses in the SCF of the sinusoid, as illustrated in Fig. 15c (provided that \( S_r(f \pm f_o) = 0 \) for \( |f| \geq 1/2 \) to avoid aliasing effects in the principal domain).

**Example 7: Time Sampling**  Another important signal-processing operation is periodic time sampling. It is known that for a stationary signal \( x(t) \), the PSD \( S_x(f) \) of the sequence of samples \( \{x(nT_s) : n = 0, \pm 1, \pm 2, \ldots \} \) is related to the PSD \( \tilde{S}_x(f) \) of the continuous-time waveform by the aliasing formula (cf. Gardner, 1987a, Chapter 3, Sec. E) or (Gardner, 1990a, Chapter 11, Sec. 11.1))

\[
S_x(f) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} \tilde{S}_x \left( f - \frac{n}{T_s} \right).
\]

(61)

It is shown in (Gardner, 1987a, Chapter 11, Sec. C), (Gardner, 1990a, Chapter 12, Sec. 12.4) that this aliasing formula generalizes for the SCF to

\[
S_x^\alpha(f) = \frac{1}{T_s} \sum_{m, n=-\infty}^{\infty} \tilde{S}_x^{\alpha+m/T_s} \left( f - \frac{m}{2T_s} - \frac{n}{T_s} \right).
\]

(62)

Observe that, when \( x(t) \) is not stationary (i.e., when \( \tilde{S}_x^\alpha(f) \neq 0 \) for \( \alpha = m/T_s \) for some nonzero integers \( m \)), the conventional PSD aliasing formula (61) must be corrected according to (62) evaluated at \( \alpha = 0 \):

\[
S_x(f) = \frac{1}{T_s} \sum_{m, n=-\infty}^{\infty} \tilde{S}_x^{m/T_s} \left( f - \frac{m}{2T_s} - \frac{n}{T_s} \right).
\]

(63)

This reflects the fact that, when aliased overlapping spectral components add together, their PSD values add only if they are uncorrelated. When they are correlated, as in a cyclostationary signal, the PSD value of the sum of overlapping aliased components depends on the particular magnitudes and phases of their correlations. The SCF aliasing formula (62) is illustrated graphically in Fig. 16, where the support regions for
the SCD $S_x^y(f)$ for the sequence of samples $\{x(nT_s)\}$ is depicted in terms of the single diamond support region for a lowpass waveform $x(t)$, which is shown in Fig. 14b.

When we subsample a discrete-time signal $x(t)$ with sampling rate $1/T_s$ for some integer $T_s$ to obtain the signal $x(t) = x(t/T_s)$, we obtain the discrete-time analog of (62),

$$S_x^y(f) = \frac{1}{T_s} \sum_{q \in P_q} S_x^{\alpha+q/T_s} \left( \frac{f + q/2}{T_s} \right).$$  \hspace{1cm} (64)
3.6 Periodically Time-Variant Filtering

Many signal-processing devices such as pulse and carrier modulators, multiplexors, samplers, and scanners, can be modeled as periodically time-variant filters, especially if multiple incommensurate periodicities (i.e., periodicities that are not harmonically related) are included in the model. By expanding the periodically time-variant discrete-impulse-response function in a Fourier series as explained shortly, any such system can be represented by a parallel bank of sinusoidal product modulators followed by time-invariant filters. Consequently, the effect of any such system on the SCD of its input can be determined by using the SCD relations for filters and product modulators. In particular, it can be shown (cf. (Gardner, 1987a, Chapter 11, Sec. D) for continuous time) that the SCD of the output $z(t)$ of a multiply-periodic system with input $x(t)$ is given by

$$S_z(f) = \sum_{\beta, \gamma \in A} G_\beta(f + \alpha/2)G_\gamma^*(f - \alpha/2)S_x^{\beta - \gamma} \left( f - \frac{\beta + \gamma}{2} \right),$$

provided that $S_x(f + \beta) = 0$ for $|f| \geq 1/2$ for all $\beta \in A$ to avoid aliasing effects in the principal domain, where $G_\beta(f)$ are the transfer functions of the filters and $A$ is the set of sinusoidal frequencies associated with the product modulators in the system representation. More specifically, for the input-output equation

$$z(t) = \sum_{u=0}^{\infty} h(t, u)x(u),$$

the multiply-periodic discrete-impulse-response function $h(t, u)$ can be expanded in the Fourier series

$$h(t + \tau, t) = \sum_{\beta \in A} g_\beta(\tau) e^{i2\pi\beta t},$$

where the Fourier coefficients (for each $\tau$) are given by

$$g_\beta(\tau) = \langle h(t + \tau, t) e^{-i2\pi\beta t} \rangle.$$

It follows from (67) and (68) that the filter output can be expressed as

$$z(t) = \sum_{\beta \in A} \left[ x(t) e^{i2\pi\beta t} \right] \otimes g_\beta(t),$$

where $g_\beta(t)$ are the discrete-impulse-response functions of the filters with corresponding transfer functions $G_\beta(f)$. Thus, periodically time-variant filters perform time-invariant filtering on frequency-shifted versions $x(t) e^{i2\pi\beta t}$ of the input. This results in summing scaled, frequency-shifted, cycle-frequency-shifted versions of the SCD for the input $x(t)$ to obtain the SCD for the output $z(t)$, as indicated in (66).

Let us now consider some additional examples of modulation types, making use of the results obtained in the preceding paragraphs to determine SCDs. However, in the interest of realism and for the sake of analytical simplicity, continuous-time signal models are used.

**Example 2 continued: PAM** Let $\{a_n\}$ be a stationary random sequence, and let us interpret these random variables as the time samples of a continuous-time random waveform, $a_n = a(nT_o)$, with PSD $\tilde{S}_a(f)$. We consider the continuous-time PAM signal

$$x(t) = \sum_{n=-\infty}^{\infty} a_n p(t - nT_o + \varepsilon),$$

where $p(t)$ is a deterministic finite-energy pulse and $\varepsilon$ is a fixed pulse-timing phase parameter. To determine the SCD of $x(t)$, we can recognize that $x(t)$ is the output of a periodically time-variant linear system with input $a(t)$, and impulse response

$$h(t, u) = \sum_{n=-\infty}^{\infty} p(t - nT_o + \varepsilon) \delta(u - nT_o),$$

where $\delta$ is the Dirac delta. We can then use the continuous-time counterpart of the input-output SCD relation (66), which is identical in form except that continuous-time Fourier transforms are used (cf. (Gardner, 1987a, Chapter 11, Sec. D)). Or we can recognize that this particular periodically time-variant system is composed of a product modulator that implements an impulse sampler, followed by a linear time-invariant pulse-shaping filter with impulse-response function $h(t) = p(t)$, as shown in Fig. 17. We can then use the continuous-time counterpart of the input-output SCD relation (57), which is identical in form except the convolutions are linear (cf. (Gardner, 1987a, Chapter 11, Sec. C)), as it applies to impulse sampling, together with the relation (49) for filtering. The result is

$$\tilde{S}_a(f) = \frac{1}{T_o} \tilde{P}(f + \alpha/2) \tilde{P}^*(f - \alpha/2) \sum_{m,n=-\infty}^{\infty} \tilde{S}_x^{a + m/T_o} \left( f - \frac{m}{2T_o} - \frac{n}{T_o} \right) e^{2\pi\alpha\varepsilon}.$$

Using the SCD aliasing formula (62) for $a(t)$ we can reexpress (72) as

$$\tilde{S}_a(f) = \frac{1}{T_o} \tilde{P}(f + \alpha/2) \tilde{P}^*(f - \alpha/2) \tilde{S}_a^p(f) e^{2\pi\alpha\varepsilon},$$

where $\tilde{S}_a^p(f)$ is the SCD for the pulse-amplitude sequence $\{a_n\}$. Having assumed that $\{a_n\}$ is stationary, and using the periodicity property

$$\tilde{S}_a^p(f) = \begin{cases} S_a(f + \alpha/2) & \text{for } \alpha = k/T_o \\ 0 & \text{otherwise} \end{cases}$$

for $k = 0, \pm 1, \pm 2, \ldots$, we can express (73) as

$$\tilde{S}_a^p(f) = \begin{cases} \frac{1}{T_o} \tilde{P}(f + \alpha/2) \tilde{P}^*(f - \alpha/2) S_a(f + \alpha/2) e^{2\pi\alpha\varepsilon} & \text{for } \alpha = k/T_o \\ 0 & \text{otherwise} \end{cases}.$$
A graph of the magnitude of this SCD for the full-duty-cycle rectangular pulse

\[ p(t) = \begin{cases} 1 & \text{for } |t| \leq T_o/2 \\ 0 & \text{otherwise} \end{cases} \]  

and a white-noise amplitude sequence with PSD

\[ S_o(f) = 1 \]  

is shown in Fig. 18.

\[ s(t) = \sum_n \delta(t-nT_0) \]

\[ s(t) = \sum_m \frac{1}{T_0} \exp(i2\pi\frac{m}{T_0}t) \]

Figure 17: Interpretation of PAM signal generator as the cascade of an impulse sampler and a pulse-shaping filter.

Figure 18: Magnitude of the spectral correlation density for a PAM signal with full-duty-cycle rectangular pulses.

It follows from (77) that for all \( \alpha = k/T_o \) for which \( S_o(f \pm \alpha/2) \neq 0 \) and \( P(f + \alpha/2)P^*(f - \alpha/2) \neq 0 \), the spectral correlation coefficient \( \rho^o_s(f) \) is unity in magnitude:

\[ |\rho^o_s(f)| = 1. \]  

Thus, all spectral components outside the band \(|f| < 1/2T_o\) are completely redundant with respect to those inside this band. Techniques for exploiting this spectral redundancy are described in Section 4.

An Introduction to Cyclostationary Signals

The conjugate SCD for the PAM signal (71) is given by (73) with \( P^*(f - \alpha/2) \) replaced by \( P^*(\alpha/2 - f) \) and \( S^o_s(f) \) replaced by \( S^o_{aq}(f) \). For a real PAM signal, the conjugate SCD is identical to the SCD; however, for complex PAM the conjugate SCD is, in general, different and is, in fact, zero for the complex PAM that models the complex envelopes of most digital QAM signals, including QPSK. This follows from the fact that \( a_m a_{n+m} = 0 \) for all \( m \) for such signals; consequently, \( S^o_{aq}(f) = 0 \) for all \( \alpha \).

By inverse Fourier transforming the SCD (75), we obtain the cyclic autocorrelation function

\[ \tilde{R}^o_s(t) = \begin{cases} \frac{1}{T_o} \sum_{n=-\infty}^{\infty} \tilde{R}_q(nT_o) \rho^o_s(t - nT_o) e^{2\pi\alpha t} & \text{for } \alpha = k/T_o \\ 0 & \text{otherwise} \end{cases} \]  

where

\[ r^o_s(t) \Delta \mathcal{F} \int_{-\infty}^{\infty} p(t + \tau/2) p^*(t - \tau/2) e^{-j2\pi\alpha \tau} d\tau. \]

For a white-noise amplitude-sequence as in (77), (79) reduces to

\[ \tilde{R}^o_s(t) = \frac{1}{T_o} \int_{-\infty}^{\infty} r^o_s(t) e^{2\pi\alpha t} dt. \]

and, for a rectangular pulse as in (76), this yields the temporal correlation coefficient

\[ \tilde{y}^o_s(t) = \frac{\sin(\alpha(T_o - |t|))}{\pi T_o} e^{j2\pi\alpha t} \]  

for \(|\tau| \leq T_o\), the magnitude of which is shown in Fig. 19. This correlation coefficient peaks for \( \alpha = 1/T_o \) at \( \tau = T_o/2 \), where it takes on the value

\[ |\tilde{y}^o_s(T_o/2)| = 1/\pi \]  

for \( \alpha = 1/T_o \).

That is, the strongest possible spectral line that can be regenerated in a delay-product signal for this particular PAM signal occurs when the delay equals half the pulse period. In contrast to this, when the more bandwidth-efficient pulse whose transform is a raised cosine is used, the optimal delay for sine-wave regeneration is zero.

An especially simple example of a sequence of pulse amplitudes \( \{a_m\} \) is a binary sequence with values \( \pm 1 \). If we consider \( \tau = 0 \) in the delay-product signal, then we obtain

\[ y_0(t) = |x(t)|^2 = \sum_{m,n=-\infty}^{\infty} a_n a_m p(t - nT_o + \varepsilon) p(t - mT_o + \varepsilon). \]

If the pulses do not overlap (i.e., if \( p(t) = 0 \) for \(|t| \geq T_o/2 \), this reduces to

\[ y_0(t) = \sum_{n=-\infty}^{\infty} a_n^2 p^2(t - nT_o + \varepsilon) \]

\[ = \sum_{n=-\infty}^{\infty} p^2(t - nT_o + \varepsilon), \]
which is periodic with period $T_o$ and therefore contains finite-strength additive sine-wave components with frequencies $k/T_o$ (except when $p(t)$ is flat as in (76)). In this very special case where $\{a_n\}$ is binary and the pulses do not overlap, there is no random component in $y_0(t)$; but, for $\tau \neq 0$, $y_\tau(t)$ contains both sine-wave components and random components (even when $p(t)$ is flat).

**Example 8: ASK and PSK** By combining the amplitude-modulated sine wave and the digital amplitude-modulated pulse train, we obtain the amplitude-shift-keyed (ASK) signal

$$x(t) = a(t) \cos(2\pi f_o t + \theta), \quad (84)$$

where

$$a(t) = \sum_{n=-\infty}^{\infty} a_n p(t - n T_o + \epsilon), \quad (85)$$

and $\{a_n\}$ are digital amplitudes. By using the continuous-time counterpart of the SCD relation (57) for signal multiplication and the result (75) for the SCD of $a(t)$, we can obtain the SCD for the signal (84) by simply convolving the SCD functions shown in Figs. 15a and 18. The result is shown in Fig. 20a, where the cycle frequencies shown are $\alpha = \pm 2 f_o + m \lambda T_o$ and $\alpha = m \lambda T_o$ for integers $m$, and where $f_o = 3.3/T_o$. When $f_o T_o$ is irrational, the ASK signal is polycyclostationary with fundamental periods $T_o$ and $1/2 f_o$.

For a binary sequence with each $a_n = \pm 1$, this amplitude-shift-keyed signal, with the pulse (76), is identical to the binary phase-shift-keyed (BPSK) signal

$$x(t) = \cos \left[ 2\pi f_o t + \theta + \sum_{n=-\infty}^{\infty} \phi_n p(t - n T_o) \right], \quad (86)$$

where $\phi_n \triangleq (a_n - 1)/2$, since shifting the phase of a sine wave by 0 or $\pi$ is the same as multiplying its amplitude by 1 or $-1$. Other commonly used types of phase-shift-keyed signals include quaternary phase-shift keying (QPSK) and staggered QPSK (SQPSK). The details of these signal types are available in the literature (see, for example (Gardner, 1987a, Chapter 12, Sec. E) or (Gardner, 1990a, Chapter 12, Sec. 12.5)). Only their SCD-magnitude surfaces are shown here in Fig. 20b, c, where again $f_o = 3.3/T_o$. 

---

**Figure 19:** Magnitude of the cyclic autocorrelation function (normalized to form a correlation coefficient) for a PAM signal with full duty-cycle rectangular pulses.

**Figure 20:** Magnitude of spectral correlation densities. (a) BPSK, (b) QPSK, and (c) SQPSK. (Each signal has a rectangular keying envelope.)
It is emphasized that the three signals BPSK, QPSK, and SQPSK differ only in their carrier phase shifts and pulse timing and, as a result, they have identical PSDs, as shown in Fig. 20 (consider $\alpha = 0$). However, as also shown in Fig. 20, these differences in phase and timing result in substantially different SCRs (consider $\alpha \neq 0$). That is, the phase-quadrature component present in QPSK but absent in BPSK results in cancellation of the SCR at cyclic frequencies associated with the carrier frequency (viz., $\alpha = \pm 2 f_0 + m / T_0$, for all integers $m$) in QPSK. Similarly, the pulse staggering by $T_0/2$ (between the in-phase and quadrature components) present in SQPSK but absent in QPSK results in the SCRs being cancelled at $\alpha = \pm 2 f_0 + m / T_0$ only for even integers $m$, and at $\alpha = m / T_0$ only for odd integers $m$ in SQPSK. This again illustrates the fact that the SCR contains phase and timing information not available in the PSD. In fact, as formulas (43) and (75) reveal, the carrier phase $\theta$ in (31) and the pulse timing $\epsilon$ in (71) are contained explicitly in the SCRs for these carrier- and pulse-modulated signals.

3.7 Measurement of Spectral Correlation

The ideal SCR function (37) is derived by idealizing the practical spectral correlation measurement depicted in Fig. 11, by letting the averaging time $T$ in the correlation measurement approach infinity and then letting the spectral resolving bandwidth $B$ approach zero. Consequently, the practical measurement with finite parameters $T$ and $B$ can be interpreted as an estimate of the ideal SCR. This estimate will be statistically reliable only if $TB > 1$, and it will approach the ideal SCR only for sufficiently large $T$ and sufficiently small $B$. Numerous alternative methods for making this practical measurement are described in (Gardner, 1986c; Gardner, 1987a, Chapter 13), and computationally efficient digital algorithms and architectures for some of these, which are developed in (Roberts et al., 1991; Brown and Loomis, 1992), are presented in Article 6 in this volume. The statistical behavior (bias and variance) of such estimates is analyzed in detail in (Gardner, 1986c; Gardner, 1987a, Chapter 15, Sec. B; Brown and Loomis, 1992), and in Chapter 6 in this volume. For the purpose of making the applications described in Section 4 more concrete, it suffices here to point out that because the SCR $S_{uv}(f)$ is equivalent to a particular case of the conventional cross spectral density $S_{uv}(f)$ (cf. (40)), one can envision any of the conventional methods of cross spectral analysis as being used in the applications.

**Example 9: QPSK** As an example, the result of using the Wiener-Daniell method (Gardner, 1987a, Chapter 7, Sec. D), based on frequency smoothing of the cross-periodogram of $u(t)$ and $v(t)$ (the conjugate product of their FFTs), is illustrated in Fig. 21 for a QPSK signal with carrier frequency $f_0 = 1/4T_0$, and keying rate $1/T_0 = 1/8T_0$, where $1/T_0$ is the sampling rate. An FFT of length 128 ($T = 128T_0$) was used in Fig. 21a, and only four frequency bins were averaged together ($B = 4/T_0$) to produce each output point; whereas, in Fig. 21b, the FFT length used was 32,768 ($T = 32,768T_0$) and 1,024 bins were averaged together ($B = 1,024/T_0$). It is easily seen by comparing with the ideal SCR in Fig. 20b that without adequate spectral smoothing the variability of the SCR estimate can be very large.

4 EXPLOITATION OF CYCLOSTATIONARITY

This section describes some ways of exploiting sine-wave generation and the inherent spectral redundancy associated with the spectral correlation in cyclostationary signals to perform various signal-processing tasks. These include detecting the presence of signals buried in noise and/or severely masked by interference; recognizing such corrupted signals according to modulation type; estimating parameters such as time-difference-of-arrival at two reception platforms and direction of arrival at a reception array on a single platform; blind-adaptive spatial filtering of signals impinging on a reception array; reduction of signal corruption due to cochannel interference.
and/or channel fading for single-receiver systems, linear periodically time-variant prediction, and identification of linear and nonlinear systems from input and output measurements. The descriptions include brief explanations of how and why the signal processors that exploit sine-wave generation or spectral redundancy can outperform their more conventional counterparts that ignore cyclostationarity. References to more detailed treatments are given throughout. It should be clarified at this point that although the classical theory of statistical inference and decision is certainly applicable in principle to cyclostationary signals (modeled either as stochastic processes or as nonstochastic time-series with fraction-of-time probability models, cf. Section 2), the types of problems where exploitation of cyclostationarity can really pay off are often not amenable to the classical theories (e.g., Bayes minimum risk and maximum likelihood) because of analytical intractability and implementational complexity. Thus, the techniques surveyed here are for the most part ad hoc, but nevertheless very powerful.

4.1 Spectral Redundancy

The existence of correlation between widely separated spectral components (separation equal to a cycle frequency \( \alpha \)) can be interpreted as spectral redundancy. The meaning of the term redundancy that is intended here is essentially the same as that used in the field of information theory and coding. Specifically, multiple randomly fluctuating quantities (random variables) exhibit some redundancy if they are statistically independent, for example, correlated. In coding, undesired redundancy is removed from data to increase the efficiency with which it represents information, and redundancy is introduced in a controlled manner to increase the reliability of storage and transmission of information in the presence of noise by enabling error detection and correction.

Here, redundancy that is inadvertently introduced into signals by the modulation process is to be exploited to enhance the accuracy and reliability of information gleaned from the measurements of corrupted signals, but the term information is interpreted in a broad sense. For instance, it includes the eight examples outlined in Section 1.2. In all of these examples, the performance of the signal processors that make the decisions and/or produce the estimates can be substantially improved by suitably exploiting spectral redundancy. The degree of improvement relative to the performance of more commonly used signal processors that ignore spectral redundancy depends on both the severity of the signal corruption (noise, interference, distortion) and the degree of redundancy in the signal \( x(t) \), as measured by the magnitude of the spectral correlation coefficient \( \rho^2(\alpha) \) (or its conjugate counterpart) defined in Section 3. The degree of improvement also depends on the amount of data available for processing (the collection time). The utility of exploiting spectral redundancy can also be enhanced by intentionally designing the signal to exhibit a sufficient amount of spectral redundancy.

The primary feature of spectral redundancy that enables it to be readily exploited is its distinctive character. That is, most man-made signals exhibit spectral redundancy, but most noise (all noise that is not cyclostationary) does not and, more importantly, when multiple signals of interest and signals not of interest (interference) overlap in both time and frequency, their spectral redundancy functions are nonoverlapping because their cycle frequencies \( \alpha \) are distinct. This is a result of signals having distinct carrier frequencies and/or pulse rates or keying rates, even when occupying the same spectral band.

The distinctive character of spectral redundancy makes signal-selective measurements possible. Specifically, for the received composite signal

\[
x(t) = \sum_{\ell=1}^{L} s_\ell(t) + n(t),
\]

where the set \( \{s_\ell(t)\}_{\ell=1}^{L} \) includes both signals of interest and interference—all of which are statistically independent of each other—and where \( n(t) \) is background noise, we have the SCD (for measurement time \( T \to \infty \))

\[
S^\alpha_s(f) = \sum_{\ell=1}^{L} S^\alpha_{s_\ell}(f) + S^\alpha_n(f).
\]

But if the only signal with the particular cycle frequency \( \alpha = \alpha_k \) is \( s_k(t) \), then (for \( T \to \infty \)) we have

\[
S^\alpha_s(f) = S^\alpha_{s_k}(f),
\]

regardless of the temporal or spectral overlap among \( \{s_\ell(t)\}_{\ell=1}^{L} \) and also \( n(t) \). This perfect signal selectivity of ideal SCDs implies that practical measurements of SCDs or their parameters can be made signal selective for measurement times \( T \) that are long enough.

Example 1: BPSK Signal in Multiple AM Interference and Noise To illustrate the concept of signal selectivity, let us consider the situation in which a broadband BPSK signal of interest is received in the presence of white noise and five interfering AM signals with narrower bandwidths that together cover the entire band of the BPSK signal. The noise and each of the five interfering signals have equal average power. Therefore, the total signal-to-interference-and-noise ratio (SINR) is approximately -8 dB. The BPSK signal has carrier frequency \( f_c = 0.25/T_c \) and keying rate \( f_d = 0.0625/T_c \). It has full-duty-cycle half-cosine envelope, which results in an approximate bandwidth of \( B_c = 0.1875/T_c \). The five AM signals have carrier frequencies \( f_1 = 0.156/T_c, f_2 = 0.203/T_c, f_3 = 0.266/T_c, f_4 = 0.313/T_c, f_5 = 0.375/T_c \) and bandwidths \( B_1 = 0.04/T_c, B_2 = 0.05/T_c, B_3 = 0.045/T_c, B_4 = 0.04/T_c, B_5 = 0.08/T_c \). With the use of the same measurement parameters (FFT length = 32,768) as in Example 9 in Section 3 for the measurement of the SCD of QPSK, the SCD for these six signals in noise was measured. The resultant SCD magnitude is shown in Fig. 22a. Also shown in Fig. 22b, c are the SCD magnitudes for the BPSK signal alone and for the five AM interferences plus noise alone. Although all six signals exhibit strong spectral redundancy (\( |\rho^\alpha_s(f)| = 1 \)), the cycle frequencies \( \alpha \) which this redundancy exists are distinct because the carrier frequen-
ics are all distinct. Thus, an accurate estimate of the SCD for the BPSK signal is easily extracted from the SCD for the corrupted measurements. Similarly, accurate estimates of the SCDs for each of the five AM signals can be extracted. Consequently, any information contained in these SCDs can be reliably extracted.

In connection with this example, let us briefly consider some of the signal-processing tasks outlined in Section 1.2.

### 4.2 Detection and Classification

We can see from Fig. 22 that knowing the particular pattern of the SCDs for BPSK and AM signals (see Figs. 13 and 20) enables us to detect the presence of six signals and to classify them according to modulation type. This would be impossible if only PSD (SCD at $\alpha = 0$) measurements were used. One approach to exploiting the spectral redundancy of a signal to detect its presence is to generate a spectral line at one of its cycle frequencies and then detect the presence of the spectral line (cf. Section 3).

It has been shown that the maximum-SNR spectral-line generator for a signal $x(t)$ in additive Gaussian noise and interference with PSD $S_x(f)$ produces the detection statistic (cf. (Gardner, 1987a, Chapter 14, Sec. E) for continuous time)

$$z = \int_{-1/2}^{1/2} \frac{S_x^*(f)S_x(f + \alpha/2)S_x(f - \alpha/2)}{S_x(f)}df$$

for comparison to a threshold. In (90), $\hat{S}_x^*(f)$ is a crude estimate of $S_x^*(f)$ obtained by deleting the time-averaging operation $(\cdot)$ and the limiting operation from (37) and choosing $\beta$ equal to the reciprocal of the record length of $x(t)$. It can be shown that (90) is equivalent to whitening the noise and interference using a filter with transfer function $1/[S_x(f)]^{1/2}$, and then correlating the measured SCD for the noise-and-interference-whitened data with the ideal SCD of the signal, as transformed by the whitener, to be detected (Gardner, 1987a, Chapter 14, Sec. E). Equivalently, for noise consisting of a white component plus strong narrowband components, (90) corresponds to attenuating the narrowband components well below the white-noise component—i.e., exciting the narrowband components—using a filter with transfer function $1/S_x(f)$, and then correlating the measured SCD for the narrowband-excised data with the ideal SCD of the signal (untransformed by the excision filter).

A detailed study of both optimum (e.g., maximum-likelihood and maximum-SNR) and more practical suboptimum detection on the basis of SCD measurement is reported in (Gardner, 1988b), and receiver operating characteristics for these detectors obtained by simulation are presented in (Gardner and Spooner, 1992a, 1993). See also (Zivanovich and Gardner, 1991).

### 4.3 Parameter Estimation

Once the six signals have been detected and classified, their carrier frequencies and phases and the keying rate and phase of the BPSK signal can—with sufficiently long signal duration—be accurately estimated from the magnitude and phase of the SCD.
(cf., $f_\theta$, $\theta$ in (43) and $T_\delta$, $\delta$ in (75)) (Gardner and Spooner, 1993). It is clear from the theory discussed in Section 3 that SCD measurement is intimately related to the measurement of the amplitudes and phases of sine waves generated by quadratic transformations of the data. Thus, the fact that an SCD feature occurs at $\alpha = 2f_\theta$ for each carrier frequency $f_\theta$ is a direct result of the fact that a sine wave (spectral line) with frequency $\alpha = 2f_\theta$ and phase $2\theta$ can be generated by putting the data through a quadratic transformation. Similarly, for the SCD feature at $\alpha = 1/T_\delta$, where $1/T_\delta$ is the keying rate, a spectral line with frequency $\alpha = 1/T_\delta$ and phase $\delta$ can be quadratically generated. Consequently, SCD measurement is useful either directly or indirectly for estimation of synchronization parameters (frequencies and phases) required for the operation of synchronized receivers. The link between synchronization problems and spectral redundancy is pursued in (Gardner, 1986a) and also in Article 2 in this volume.

4.4 Time-difference-of-arrival Estimation

The cross SCD $S_{xu}(f)$ for two signals $x(t)$ and $u(t)$ is defined in a way that is analogous to the definition (37) and (24) of the auto SCD $S_x^a(f)$. That is, $x(t)$ in (24a) is simply replaced with $u(t)$. If we were to compute the cross SCD for two sets of corrupted measurements obtained from two reception platforms, then the cross SCD magnitude would look very similar to that in Fig. 22 (except that the low flat feature at $\alpha = 0$, which represents the PSD of the receiver noise, would be absent), but the phase of the cross SCD would contain a term linear in $f$ at each value of $\alpha$ where the auto SCD of one of the six signals is nonzero. The slope of this linear phase is proportional to the time-difference-of-arrival (TDOA) of the wavefront at the two platforms for the particular signal with that feature. That is, for $x(t)$ from one platform given by (87) and $u(t)$ from the other platform given by

$$w(t) = \sum_{\ell=1}^{L_2} a_\ell t_\ell (t - t_\ell) + m(t)$$

(91)

where $\{t_\ell\}$ are the TDOAs, we have

$$S_{xu}^a(f) = S_x^a(f) a_\ell e^{-j2\pi(f+\alpha/2)t_\ell}$$

(92)

provided that $s_\ell(t)$ is the only signal with cycle frequency $\alpha$. Consequently, accurate estimates of the TDOAs of each of these signals can be obtained from the cross SCD measurement, regardless of temporal and spectral overlap or of the closeness of the individual TDOAs. In other words, the signal selectivity in the $\alpha$ domain eliminates the problem of resolving TDOAs of overlapping signals.

For example, it follows from (89) and (92) that

$$\frac{S_{xu}^a(f)}{S_x^a(f)} = a_\ell e^{-j2\pi(f+\alpha/2)t_\ell}$$

(93)

over the support band of $S_x^a(f)$. This suggests doing a weighted least-squares fit,
where
\[ R_x(0) = \sum_{k=1}^{L} R_{n_k}(0) + R_n(0). \] (99)

Thus, nulling signals other than \( s_k(t) \) in the output \( x(t) \) of the linear combiner and attenuating the noise \( n(t) \) in \( x(t) \) reduces the denominators in (96) and (98) but not the numerators. Hence, \( |\phi_{\ell}(t)\|^2 \) and \( |\phi_{\ell}(t)\| \) can be increased by attenuating the noise and nulling any of the signals other than \( s_k(t) \). Moreover, the linear combiner needs no knowledge of the reception characteristics of the array (no calibration) to accomplish this attenuation and nulling. A thorough study of spectral-coherence-restorat algorithms that perform this blind adaptive spatial filtering is reported in (Schell and Agee, 1988; Agee et al., 1990; Schell and Gardner, 1993b) and a tutorial discussion is given in Chapter 3 in this volume.

### 4.6 Direction Finding

We can take this approach one step further if we do indeed have calibration data for the reception characteristics of an antenna array because we can then also exploit signal selectivity in \( \alpha \) to perform high-resolution direction finding (DF) without some of the drawbacks (described below) of conventional methods for high-resolution DF, such as subspace fitting methods (Schell and Gardner, 1993a), that do not exploit spectral redundancy. In particular, let us consider the narrowband model
\[ x(t) = \sum_{\ell=1}^{L} a(\theta_{\ell}) s_{\ell}(t) + n(t) \] (100)
for the analytic signal (or complex envelope) \( x \) of the received data vector of dimension \( r \), where \( a(\theta_{\ell}) \) is the direction vector associated with the \( \ell \)-th received signal \( s_{\ell}(t) \), and the function \( a(\cdot) \) is specified by the calibration data for the array. Then, by working with the magnitude and phase information contained in the \( r \times r \) cyclic correlation matrix
\[ R_x(\tau) = R_n(\tau) = a(\theta_{\ell}) a^\dagger(\theta_{\ell}) \] (101)
for some fixed \( \tau \) (where \( \dagger \) denotes conjugate transpose), instead of working with the information contained in the conventional correlation matrix
\[ R_x(0) = \sum_{\ell=1}^{L} R_{s_{\ell}}(0) + R_n(0) = \sum_{\ell=1}^{L} a(\theta_{\ell}) a^\dagger(\theta_{\ell}) + R_n(0) \] (102)
we can avoid the need for advance knowledge of the correlation properties of the noise \( R_n(0) \) and interference \( R_{s_{\ell}}(0) \) for \( \ell \neq k \), and we can avoid the constraint imposed by conventional methods that the number of elements in the array exceed the total number \( L \) of signals impinging on the array. Also, by resolving signals in \( \alpha \), we need not resolve them in direction of arrival. Consequently, superior effective spatial resolution is another advantage available through the exploitation of spectral redundancy. As an example of a cyclostationarity-exploiting DF method, we can use the fact that the \( r \times r \) matrix in (101) has a rank of unity and the \((r-1)\)-dimensional null space of this matrix is orthogonal to \( a(\theta_{\ell}) \). Therefore, we can choose as our estimate of \( \theta_{\ell} \) that value \( \theta_{\ell} \) which renders \( a(\theta_{\ell}) \) most nearly orthogonal to the null space of an estimate of the matrix \( R_x(\tau) \) obtained from finite-time averaging. Similar remarks apply to the conjugate cyclic autocorrelation matrix. A thorough study of this approach to signal-selective DF is reported in (Schell et al., 1989; Schell, 1990; Schell and Gardner, 1991), where various algorithms are introduced and their performances are evaluated, and a tutorial discussion is given in Chapter 3 in this volume.

In the preceding paragraphs of this Section 4, the signal-processing tasks (with the exception of spatial filtering) involve decision or parameter estimation, but do not involve estimating (or extracting) an entire signal or an information-bearing message carried by the signal. Nevertheless, for the signal-extraction problem, the utility of spectral redundancy is just as apparent, as explained in the following paragraphs.

### 4.7 Signal Extraction

Spectrally redundant signals that are corrupted by other interfering signals can be more effectively extracted in some applications by exploiting spectral correlation through the use of periodic or multiply-periodic linear time-variant filters, instead of the more common time-invariant filters. These time-variant filters enable spectral redundancy to be exploited for signal extraction, because such filters perform frequency-shifting operations (cf. (70)) as well as the frequency-dependent magnitude-weighting and phase-shifting operations performed by time-invariant filters. The utility of this is easily seen for the simple example in which interference in some portions of the spectral band of the signal is so strong that it overpowers the signal in those partial bands. In this case, a time-invariant filter can only reject both the signal and the interference in those highly corrupted bands, whereas a time-variant filter can replace the rejected spectral components of the signal of interest with spectral components from other uncorrupted (or less corrupted) bands that are highly correlated with the rejected components from the signal.

AM is an obvious example of this because of the complete redundancy that exists between its upper sideband (above the carrier frequency) and its lower sideband (below the carrier frequency). Although this redundancy is exploited in the conventional double sideband demodulator to obtain a 3-dB gain in SNR performance, it is seldom exploited properly when partial-band interference is present. The proper exploitation in this case is illustrated in Fig. 23. Figure 23a shows the spectral content (Fourier transform magnitude of a finite segment of data) for an AM signal with partial-band interference in the upper sideband. Figure 23b shows the spectral content after the interference has been rejected by time-invariant filtering. The signal distortion caused by rejection of the signal components along with the interference can be completely removed by simply shifting replicas of perfectly correlated components from the lower sideband into the upper sideband, and then properly adjusting their magnitudes and phases, as suggested in Fig. 23c.

A less easily explained example involves two spectrally overlapping linearly modulated signals such as AM, PAM, ASK, PSK, or digital QAM (quadrature AM).
have the same keying rate but different keying phases or carrier frequencies. Also, when broadband noise is present, extraction of each of the signals can in many cases be accomplished without substantial noise amplification. To illustrate the potential for signal separation in this case, consider $L$ digital QAM signals with $(L - 1)100\%$ excess bandwidth, all sharing the same carrier frequency and keying rate, but with distinct keying phases. Then for any particular frequency $f$ in the Nyquist band the received spectral component at that frequency is a weighted sum of the $L$ spectral components of the $L$ individual signals at that same frequency $f$ and the same is true at the $L - 1$ additional frequencies separated by the keying rate, except that the sets of $L$ weights in each of these $L$ weighted sums are distinct, although the $L$ sets of $L$ spectral components are all identical (because the spectral correlation coefficients are unity in magnitude). Thus, for each frequency within the Nyquist band, we have $L$ equations with $L$ unknowns. In practice, the $L \times L$ array of weights also will be unknown and will have to be adaptively learned.

This particular problem of separating multiple digital QAM signals sharing the same carrier frequency (or baseband PAM signals) and sharing the same keying rate is explored in Article 1 in this volume.

To gain additional insight into how spectrally overlapping signals can be separated by frequency-shift filtering, we consider the case of two QPSK (quadrature-phase-shift-keyed) signals with unequal carrier frequencies and unequal keying rates and $100\%$ excess bandwidth. The graphs in Fig. 24 show the overlapping spectra for these two signals. Starting from the top of this figure, each pair of graphs illustrates the result of one filtering and frequency-shifting stage. The subband shaded with a single set of parallel lines represents spectral components from one signal that are not corrupted by the other signal. These components are selected and complex-weighted by a filter and then frequency-shifted to cancel the components in another subband, which is identified by cross-hatched shading. The result of this cancellation is shown in the second graph (which contains no shading) of each pair. After five such stages, a full sideband of each of the two QPSK signals has been completely separated. In each stage the complete spectral redundancy between components separated by the keying rate is being exploited, and this same spectral redundancy can be used to reconstruct the entire QPSK signal from either one of its sidebands.

The five cascaded stages of filtering, frequency-shifting, and adding operations can be converted into one parallel connection of frequency-shifter feature followed by a filter, simply by using standard system-transformation to move all frequency-shifter to the input.

Further insight into how spectrally overlapping signals can be separated by frequency-shift filtering can be gained by considering the case of two double sideband AM signals with suppressed carrier (or, equivalently, two ASK signals, or one AM and one ASK) with different carrier frequencies and any amount of spectral overlap. For each of these signals the upper sideband is completely redundant with the lower sideband. Consequently, if we were to reflect the complex spectrum about its center—its downconverted carrier frequency—say $f$, by replacing frequency $f$ with
downconverting the signal to a carrier frequency and phase of zero and then conjugating the time-domain signal and subtracting it from the unconjugated downconverted time-domain signal. However, in the process of cancelling the signal downconverted to zero frequency, we introduce severe distortion to the other signal present, which is downconverted to frequency $f_2 - f_1 \neq 0$: there will be two replicas of the signal present, with carrier frequencies of $f_2 - f_1$ and $f_1 - f_2$. Nevertheless, by downconverting the processed data so that one of the two replicas present (either the original signal or its conjugate that was added in the first stage of processing) has carrier frequency and phase of zero, we can again subtract the conjugate of this processed data to cancel one of the two replicas present. This will introduce new distortion; that is, there will again be two replicas of the signal present, but this time the carrier frequencies will be $\pm 2 |f_2 - f_1|$. By proceeding through $N = B/2 |f_2 - f_1| - 1$ stages of downconverting, conjugating, and subtracting (where $B$ is the bandwidth of the signal with original carrier frequency $f_2$), we end up with two nonoverlapping replicas of the signal, which can be separated with a filter.

When signal distortion due to convolution (e.g., from passage through a channel) is present, this procedure will still work, in principle, provided that a filtered version of the conjugated data is subtracted at each stage. The challenge in practice is to find a way to adapt the filter needed to obtain effective cancellation.

A final example involves the reduction of the signal distortion due to frequency-selective fading caused by multipath propagation. Straightforward amplification in faded portions of the spectrum using a time-invariant filter suffers from the resultant amplification of noise. In contrast to this, a periodically time-variant filter can replace the faded spectral components with stronger highly correlated components from other bands. If these correlated spectral components are weaker than the original components before fading there will be some noise enhancement when they are amplified. But the amount of noise enhancement can be much less than that which would result from the time-invariant filter, which can only amplify the very weak faded components.

Detailed studies of the principles of operation and the mean-squared-error performance of both optimum and adaptive frequency-shift filters are reported in (Gardner, 1987a, Chapter 14, Secs. A, B; Gardner, 1990a, Chapter 12, Sec. 12.8; Gardner and Brown, 1989; Reed and Hsia, 1990; Gardner, 1993). See also (Zivanovich and Gardner, 1991).

### 4.8 Prediction and Causality

If a signal is correlated with time-shifted versions of itself (i.e., if it is not a white-noise signal), then its past can be used to predict its future. The higher the degree of temporal coherence $|\gamma^0_2(\tau)|$, the better the prediction. A signal that exhibits cyclostationarity is also correlated with frequency-shifted versions of itself. Consequently, its future can be better predicted if frequency-shifted versions of its past also are used, so that its spectral coherence as well as its temporal coherence can be exploited. For example, if $x(t)$ has cycle frequencies $\{\alpha_1, \ldots, \alpha_{N-1}\}$ then we can estimate the future value
\[ x(t + \tau) \text{ for some } \tau > 0 \text{ using a linear combination of the present and past values of the } N \text{ signals} \]
\[ x_q(t) = x(t)e^{2\pi i ut} \quad \text{for } q = 0, \ldots, N - 1. \quad (103) \]

That is, the predicted value is given by
\[ \hat{x}(t + \tau) = \sum_{u=0}^{M-1} \sum_{q=0}^{N-1} h_q(u)x_q[t - u]. \quad (104) \]

Where \( M \) is the memory-length of the predictor. The set of \( MN \) prediction coefficients that minimize the time-averaged (over \( t \)) squared magnitude of the prediction error \( \hat{x}(t + \tau) - x(t + \tau) \) can be shown to be fully specified by the cyclic correlation functions for the \( N \) cycle frequencies. Specifically, the set of \( MN \) coefficients \( \{h_q(u)\} \) is the solution to the set of \( MN \) simultaneous linear equations
\[ \sum_{u=0}^{M-1} \sum_{q=0}^{N-1} h_q(u)R_x^{p-q}(t - u)e^{i\pi(p - q)(t - u)} = R_x^{p}(t + \tau)e^{i\pi p(t + \tau)} \quad (105) \]

for \( t = 0, \ldots, M - 1 \) and \( p = 0, \ldots, N - 1 \). Also, the percent accuracy of prediction is determined solely by the temporal coherence functions (29) for the frequency translates. It can be shown that for each cycle frequency \( \alpha_p \) exploited, there is a corresponding increase in the percent accuracy of the prediction.

In the same way that time-invariant autoregressive model-fitting of stationary time-series data is mathematically equivalent to time-invariant linear prediction (Gardner, 1987a, Chapter 9, Sec. B), it can be shown that frequency-shift (or polyperiodic time-variant) autoregressive model-fitting is mathematically equivalent to frequency-shift linear prediction. Studies of this problem are reported in (Bresloff, 1967; Pagano, 1978; Mimaie and Salehi, 1980; Tiao and Grupe, 1980; Sakai, 1982, 1983, 1990, 1991; Vecchia, 1985; Obeysekera and Salas, 1986; Li and Hui, 1988; Anderson and Vecchia, 1992). Also, the univariate prediction problem for cyclostationary (not polycyclostationary) time-series is equivalent to the multivariate prediction problem for stationary time-series (Pagano, 1978). This follows from the representation of univariate cyclostationary time-series in terms of multivariate stationary time-series (Gladyshev, 1961; Gardner and Franks, 1975). A survey of recent results in prediction theory for cyclostationary processes is given in Article 7 in this volume.

A measure of the degree to which one time-series causes another time-series is the degree to which the present and past of the former can linearly predict the future of the latter. If the two time-series are jointly cyclostationary, then cyclic as well as constant causality is possible. In fact, by considering only time-invariant predictors, it is possible to conclude for some pairs of time-series that no causality exists when, in fact, one time-series is perfectly cyclically caused by the other. An example of this is \( x(t) = z(t) \) and \( y(t) = z(t - \tau) \cos(t) \), where \( \tau > 0 \) and \( x(t) \) is an independent identically distributed sequence. The best linear time-invariant predictor of \( y(t) \) using the past of \( x(t) \) is \( \hat{y}(t) = 0 \), whereas the best linear periodically time-variant predictor is \( \hat{y}(t) = x(t - \tau) \cos(t) = y(t) \), which yields perfect prediction. Moreover, if \( x(t) \) takes on values of only \( \pm 1 \), it is particularly easy to show for this example that
\[ \langle x^n(t - s)\rangle \langle y^n(t) \rangle = \langle x^n(t - s) \rangle \langle y^n(t) \rangle \]
for all positive integers \( m, n, p \) and \( s \). Consequently, even the best nonlinear time-invariant predictor is \( \hat{y}(t) = 0 \).

### 4.9 Linear and Nonlinear System Identification

The cyclostationarity of signals passing through linear time-invariant systems can be exploited in several ways for the purpose of using input/output or output-only measurements to identify the system. In the case where the input/output measurements are corrupted by additive noise and/or interfering signals, the signal selectivity property associated with cyclostationarity can be used to obtain (asymptotically) complete immunity to this corruption. As explained in more detail in (Gardner, 1990b), the transfer function \( H(f) \) of a system with corrupted input \( w(t) \) and corrupted output \( x(t) \) is given by
\[ \frac{S_{\text{out}}^\alpha(f - \alpha/2)}{S_w(f - \alpha/2)} \]
regardless of the additive corrosion in \( w(t) \) and \( x(t) \), provided only that \( \alpha \) is a cycle frequency of the uncorrupted system-input and is not a cycle frequency of the corruption, and that the support of the SCD \( S_{\text{out}}^\alpha(f - \alpha/2) \) in \( f \) covers the whole passband of the system.

Also, in the case where corrupted output-only measurements are available, the fact that the spectral correlation function \( S_x^\alpha(f) \) of the system output contains information about the phase as well as the magnitude of the transfer function \( H(f) \) (cf. (49)) means that blind identification of the system using only second-order statistics (SCD and PSD) is possible (Gardner, 1991c). One particularly simple scheme for blind channel equalization for digital QAM signals (or PAM signals) uses the fact that over each and every symbol interval, the channel output is the sum of noise and a linear combination of the same functions (viz., \( h\{n_T + nT\} : n = 0, \pm 1, \pm 2, \ldots \)) for \( 0 \leq t < T \), where \( T \) is the length of the symbol interval, and \( h\{\} \) is the combined impulse response function of the transmitter's pulse-shaping filter and the channel. Consequently, the first term of an empirical Karhunen-Loeve expansion of the channel output over one symbol interval obtained from an eigendecomposition of the empirical output autocovariance matrix over one symbol interval (measured by performing synchronized averaging over multiple symbol intervals) can be used to equalize the channel. (This is particularly so when the symbol sequence and noise are both white.) That is, the eigenvector \( \varphi_1 \) corresponding to the largest eigenvalue will tend to be colinear with the channel output pulse over one symbol interval and orthogonal to the tails within this interval from the pulses centered in other symbol intervals. Thus, the inner product
\[ \hat{a}_s = \sum_{i=(n-1)/7}^{nT-1} w(t) \varphi_i^\ast(t) \]

of this eigenvector with the channel output (for the \( n \)th symbol interval with length \( T \)) can suppress intersymbol interference and provide an accurate estimate of the symbol in each interval.

The aforementioned synchronized average that provides the empirical autocovariance matrix is given by

\[ \frac{1}{2N+1} \sum_{n=-N}^{N} x(t+nT) x^\ast(s+nT) \]

for the \( ts \) element of the \( T \times T \) matrix (assuming the sampling increment is \( T_s = 1 \)).

This straightforward approach is the special case of a more general approach (corresponding to the choice of parameters \( K = L = 0 \)) proposed by Schell in Chapter 3 in this volume, where the results of a simulation of this special case are presented. Schell's more general method is derived from another approach based on least-squares filtering of a cyclostationary signal model to the channel output. Other approaches are described in Articles 4 and 5 in this volume.

A popular approach to the identification of nonlinear dynamical systems from input-output measurements is to model the system in terms of the Volterra series, which is a generalization of the power-series (or polynomial) representation of a memoryless system to systems with memory, and then to identify one-by-one the Volterra kernels, each one of which characterizes one term in the series representation. The first kernel is the impulse response of the linear part of the system. The second kernel is a two-dimensional generalization of the impulse response of the quadratic part of the system, and so on. Common approaches to identifying the kernels are based on crosscorrelation measurements between the unknown-system output and specially designed nonlinear functions of the system input.

Although the fundamental theory of this crosscorrelation approach to nonlinear system identification is built on the foundation of stationary random processes or time-series (Schtetsen, 1989), it has recently been shown (Gardner and Archer, 1993) that substantial advantages can be gained by using cyclostationary inputs to the unknown system and cyclic crosscorrelations. In particular, desirable orthogonality (zero-correlation) properties between the system output and nonlinear functions of the input that are not possible for stationary inputs are possible for cyclostationary inputs, and this leads to particularly convenient designs for the inputs and the nonlinear functions. Moreover, this approach of exploiting cyclostationarity to identify time-invariant systems has recently been generalized to identify polyperiodic nonlinear systems (Gardner and Paura, 1992). In (Gardner and Archer, 1993; Gardner and Paura, 1992), the basic theory of this new approach is presented for both a time-domain method, which directly identifies the Volterra kernels or their polyperiodic counterparts, and a frequency-domain method, which directly identifies the multi-dimensional Fourier transforms of the kernels—the Volterra transfer functions, and several examples of cyclostationary inputs and corresponding nonlinear functions are given. This work exploits higher-than-second-order cyclostationarity, the principles of which are given in Chapter 2 in this volume.
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Chapter 2

Higher-Order Statistics for Nonlinear Processing of Cyclostationary Signals

Chad M. Spooner
Department of Electrical and Computer Engineering
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Davis, CA 95616

1 INTRODUCTION TO HIGHER-ORDER CYCLOSTATIONARITY

This chapter presents a tutorial introduction to the theory and application of higher-order cyclostationarity and is an adaptation and extension of the fourth plenary lecture given at the Workshop on Cyclostationary Signals [111] held in August 1992. As the title indicates, this chapter is generally concerned with higher-order statistics (HOS), which means moments and cumulants with orders greater than two. It is specifically concerned with the higher-order statistics of polycyclostationary signals, the study of which is called higher-order cyclostationarity (HOCS). This tutorial explains the mathematical structure of the moments and cumulants of polycyclostationary signals in both the time and frequency domains, provides practical interpretations of these moments and cumulants, discusses several applications of the theory, and presents nonparametric estimators of the higher-order statistics, which are generalizations of nonparametric autocorrelation and spectrum estimators for stationary signals and for order two to polycyclostationary signals and to arbitrary orders.

The word signal is used in this chapter to mean a single persistent time-series with finite time-averaged power. This is somewhat unusual because the study of

This work was supported jointly by the National Science Foundation under grants MIP-88-12902 and MIP-91-12800, PI: W. A. Gardner, and by the United States Army Research Office under contract DAAL03-91-C-0018, PI: W. A. Gardner.
Higher-order statistics is usually carried out in the framework of stochastic process theory. However, it has been demonstrated that the theory of second-order polycyclostationarity (SOCS) is more naturally developed in the time-series framework because it closes the conceptual gap between the abstract probability space quantities of the theory and the empirical quantities of interest in practice [34, 35, 43, 45, 52, 53, 110]. For example, it has the benefit of permitting the sine-wave-generation interpretation of cyclostationarity, which in turn has led to a unique derivation of the cumulant (Section 2.3).

A signal \( x(t) \) is second-order cyclostationary (in the wide sense, cf. [52]) if there exists a quadratic transformation, such as a squarer, of \( x(t) \) such that the output of this transformation contains at least one finite-strength additive sine-wave component with nonzero frequency. Equivalently—but not obviously—a signal \( x(t) \) is second-order cyclostationary if the amplitude and phase fluctuations of some narrowband frequency components with center frequencies that are separated by a nonzero amount are temporally correlated; that is, \( x(t) \) is second-order cyclostationary if it exhibits spectral correlation. The frequencies of the quadratically generated sine-wave components and the frequency separations of the correlated spectral components are specified by the same set of numbers. These numbers are most commonly called cycle frequencies, but are also called frequency separations. If the cycle frequencies are not all harmonically related, then the signal is said to be polycyclostationary (cf. Chapter 1). The subject of HOCS is the study of the additive sine-wave components in the outputs of higher-than-second-order nonlinear transformations of \( x(t) \). Equivalently—but not obviously—it is the study of the temporal statistical dependence between more than two spectral components of \( x(t) \). Important examples of modulations that produce polycyclostationary signals are analog and digital amplitude and frequency modulation, and digital quadrature-amplitude modulation (QAM) (which includes some phase-shift-keyed and amplitude-shift-keyed signals as special cases) [37, 38]. Naturally occurring signals can also exhibit polycyclostationarity [35, 52].

The existence of unintentional, unavoidable, and purposely designed nonlinear transformations forms the basic motivation for studying the statistics of arbitrary nonlinear transformations of polycyclostationary signals. Unintentional and unavoidable nonlinearities can be found in the components of receivers and signal processors, such as amplifiers and modulators. When polycyclostationary signals are processed by these components, spectral lines can appear in the output. To characterize the performance of systems containing these components, a statistical characterization of the dependence of the frequencies, amplitudes, and phases of these spectral lines on the inputs is necessary. Purposely designed nonlinearities include quadratic-timing recovery circuits, such as the delay-and-multiply circuit, fourth-power carrier-phase recovery devices for digital quadrature-amplitude-modulated signals with balanced \( M \)-ary symbol constellations for \( M > 2 \), and other similar quadratic, quartic, and higher-order processors for signal detection, modulation recognition, and parameter estimation.

Nonlinear system models are common in many areas of scientific inquiry, such as physics, biology, and engineering. It is often of interest to determine an appropriate model for a particular system, and then to design and carry out experiments to determine the model's parameters. A common model for the relation between the input and output of a nonlinear system is the Volterra series [102]. This model is quite general and is used to motivate the choice of the particular statistical quantities to be dealt with by the theory of HOCS that is developed in this chapter. Before proceeding with this, however, the analytical tools of fraction-of-time probability are defined, the relationship of the theory of HOCS to other theories that deal with the statistical properties of nonlinearly transformed signals is clarified, and two specific signal-processing problems are described in order to properly motivate the subsequent development.

### 1.1 Fraction-of-Time Probability

In direct analogy with the joint probability distribution function defined for stochastic processes, the \( n \)th-order fraction-of-time (FOT) probability distribution function for the time-series \( x(t), t \in (-\infty, \infty) \) is defined by

\[
F_{x(t)}(y) \triangleq \hat{E}^{[\alpha]} \left\{ \prod_{j=1}^{n} U[y_j - x(t + t_j)] \right\}
\]

where

\[
\hat{E}^{[\alpha]}(x(t)) \triangleq \sum_{\alpha} \langle x(t + u) e^{-i2\pi \alpha u} \rangle = \sum_{\alpha} \langle x(u) e^{-i2\pi \alpha u} \rangle e^{i2\pi \alpha t}
\]

is the multiple sine-wave extraction operation and

\[
\langle w(u) \rangle \triangleq \lim_{\Delta \to 0} \frac{1}{\Delta} \int_{z-\Delta z}^{z+\Delta z} w(u) \, du
\]

is the usual time-averaging operation. In (1), \( U[\cdot] \) is the event-indicator function

\[
U[y_j - x(t + t_j)] \triangleq \begin{cases} 
1, & x(t + t_j) < y_j \\
0, & \text{otherwise}
\end{cases}
\]

and the vectors \( x(t) \) and \( y \) are specified by

\[
x(t) \triangleq [x(t_1 + t) \ldots x(t + t_n)]^T,
\]

\[
y \triangleq [y_1 \ldots y_n]^T,
\]

where \( \dagger \) denotes matrix transpose. The sum in (2) is over all real numbers \( \alpha \) for which \( \langle x(u) e^{-i2\pi \alpha u} \rangle \neq 0 \). The multiple sine-wave extraction operation \( \hat{E}^{[\alpha]}(\cdot) \) is completely analogous to the expectation operation \( E(\cdot) \). That is, it is shown in [45] that the function (1) is a valid probability distribution function for the time-series for which it exists.
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If the only nonzero term in the sum over \( \alpha \) in (2) is that corresponding to \( \alpha = 0 \), then the time-series \( x(t) \) is said to be stationary of order \( n \) (in the strict sense, cf. [52]). On the other hand, if some terms corresponding to \( \alpha \neq 0 \) are also nonzero, then \( x(t) \) is said to exhibit \( n \)th-order cyclostationarity. If all such values of \( \alpha \) are integer multiples of a single fundamental frequency, corresponding to a period \( T_0 \), then \( x(t) \) is said to be cyclostationary of order \( n \); otherwise \( x(t) \) is said to be polycyclostationary (or multiply cyclostationary or almost cyclostationary) of order \( n \). In the latter case, the FOT distribution function can be expressed as

\[
F_{x(t)}(y) = F_x^0(y) + \sum_\alpha \left[ F_{x(t)\tau_\alpha}(y) - F_x^0(y) \right],
\]

where

\[
F_x^0(y) \triangleq \left( \prod_{j=1}^n U \left[ y_j - x(t + t_j) \right] \right),
\]

and \( F_{x(t)\tau_\alpha}(y) \) is the FOT distribution obtained from (1) by summing in (2) over only those values of \( \alpha \) that are integer multiples of the distinct fundamental frequency \( 1/T_0 \).

The FOT probability density function is given by the \( n \)th-order derivative of the FOT distribution function,

\[
f_{x(t)}(y) \triangleq \frac{\partial^n}{\partial y_1 \cdots \partial y_n} F_{x(t)}(y),
\]

and has the properties normally associated with a probability density function. The FOT expectation operation is defined in terms of the FOT probability distribution in the natural way. Let \( g[x(t)] \) be any function of the vector of time-samples \( x(t) \). If we redefine the symbol \( \mathbb{E}^{[\alpha]} \{ \cdot \} \) to mean the expected value with respect to the probability density function (PDF) \( f_{x(t)}(y) \),

\[
\mathbb{E}^{[\alpha]} \{ g[x(t)] \} \triangleq \int_{-\infty}^{\infty} \cdot \int_{-\infty}^{\infty} g(y) f_{x(t)}(y) \, dy,
\]

then it can be shown that this expected value consists exactly of the finite-strength additive sine-wave components that are present in \( g[x(t)] \) (cf. [45, 52]). Specifically

\[
\mathbb{E}^{[\alpha]} \{ g[x(t)] \} = \sum_\alpha M^\alpha_g e^{i2\pi \alpha \tau},
\]

where

\[
M^\alpha_g \triangleq \left| g[x(t)] e^{-i2\pi \alpha \tau} \right|,
\]

which is consistent with the meaning given to \( \mathbb{E}^{[\alpha]} \{ \cdot \} \) in (2).

The FOT distributions and densities are not used explicitly (as in (3)) in this chapter. Instead, the time-averages that characterize the FOT expectations are used directly as in (4) and (5). Thus, the primary purpose of the preceding discussion of FOT probability is to show that the multiple-sine-wave extraction operation \( \mathbb{E}^{[\alpha]} \{ \cdot \} \) is completely analogous to the familiar probabilistic expectation operation \( E \{ \cdot \} \) and, therefore, that the subsequent use of terms such as moment, cumulant, and characteristic function is both appropriate and mathematically justified. For a more detailed overview of the theory of FOT probability, see Chapter 1.

It is important to understand that the theory herein can be developed using stochastic processes and \( E \{ \cdot \} \) instead of time-series and \( \mathbb{E}^{[\alpha]} \{ \cdot \} \). Doing so, however, results in a more abstract theory in the sense that it is another step removed from practice. Specifically, developing the theory of HOCS using stochastic processes: (i) requires a thorough understanding of ergodicity and cycloergodicity, (ii) does not lend itself to the important interpretation of moments and cumulants as nonlinearly generated sine waves, and (iii) complicates the development of single-data-record estimators of the parameters of the theory, because the parameters are based on an ensemble, whereas the estimators operate on a single sample path. However, analytical calculation of parameters, such as cumulants, can sometimes be easier using stochastic processes rather than FOT probability. Both frameworks have been used to develop the theory herein, with the time-average framework heavily favored and the stochastic-process framework used as a tool to facilitate certain calculations. Nevertheless, only the time-average framework is used to present the theory herein so as to develop a unified whole in the reader’s mind.

1.2 Other Theories for Statistical Analysis of Time-Series

Because the autocorrelation function is the expected value (either stochastic or FOT) of a signal \( x(t) \) multiplied by a delayed version of itself—which is a quadratic transformation—it can be viewed as the expected value of a signal \( y(t, \tau) \) that is obtained by nonlinearly transforming \( x(t) \),

\[
y(t, \tau) = x(t + \tau/2) x(t - \tau/2).
\]

If the expected value of \( y(t, \tau) \) does not depend on \( t \), then the signal \( x(t) \) is said to be second-order stationary in the wide sense, and the autocorrelation function is said to be translation invariant because when \( t \) is replaced by \( t + \tau_0 \), the autocorrelation remains the same. The theory of wide-sense stationary signals is well developed and the basics of this theory are assumed to be familiar to the reader. The point here is that we can think of the autocorrelation as a second-order statistic of \( x(t) \), or as the mean of the output of a quadratic transformation of \( x(t) \), and when we use the expectation \( \mathbb{E}^{[\alpha]} \{ \cdot \} \) this means is just the dc value or the constant component of the output of the transformation.

For wide-sense polycyclostationary signals \( x(t) \), the autocorrelation depends on \( t \) in a specific way:

\[
\mathbb{E}^{[\alpha]} \{ y(t, \tau) \} = R_\alpha(t, \tau) = \sum_\alpha R_\alpha^\alpha(t, \tau) e^{i2\pi \alpha \tau},
\]
where

\[ R_x^2(\tau) \triangleq \langle x(t + \tau/2)x(t - \tau/2)e^{-j2\pi\alpha \tau} \rangle. \]

If we think of this as the expected value of \( y(t, \tau) \), then it is clear that the output of the quadratic transformation contains finite-strength additive sine-wave components. Alternatively, if we think of the autocorrelation as a second-order statistic of \( x(t) \), then it is clear that this autocorrelation is polyperiodic in \( t \).

We can thus interpret the theories of second-order wide-sense stationarity and polycyclostationarity in two different ways: (i) in terms of translation invariant or polyperiodic second-order probabilistic parameters, or (ii) in terms of the constant or sine-wave components in the outputs of quadratic transformations of the signal.

These two interpretations extend to the case of higher-order statistical parameters such as moments. A signal \( x(t) \) is \textit{nth-order stationary in the wide sense} if each \( k \)-th order moment is translation invariant for \( k = 1, \ldots, n \). Such signals are the subject of the theory of \textit{higher-order statistics} \([9, 54, 81, 83, 99]\) (which is somewhat of a misnomer since the restriction to stationarity is not made explicit).

A signal \( x(t) \) is \textit{nth-order polycyclostationary in the wide sense} if the output \( y(t, \tau) = \prod_{j=1}^{n} x(t + \tau_j) \) of some \( n \)-th order nonlinear transformation of \( x(t) \) contains at least one finite-strength additive sine-wave component with nonzero frequency \( \alpha \):

\[ R_x^2(\tau) = \left\langle \prod_{j=1}^{n} x(t + \tau_j)e^{-j2\pi\alpha \tau} \right\rangle \neq 0. \]

Thus, for a polycyclostationary signal

\[ \hat{E}(\alpha) \{ y(t, \tau) \} = \sum_{\alpha} R_x^2(\tau) e^{j2\pi\alpha \tau}, \]

where the sum is over the frequencies of all of the sine-wave components of \( y(t, \tau) \). That is, the \( n \)-th order nonlinearity generates sine waves from an \( n \)-th order polycyclostationary signal.

It is the interpretation of sine-wave generation, rather than periodicity of the moment, that is most important from both conceptual and practical standpoints because it is by examining this interpretation that \textit{cumulants} naturally assume their central role in the theory of HOCs. This is explained in detail in Section 2.

The difference between the theories of SOCS, HOS, and HOCs are pointed out throughout the chapter where appropriate. The major difference between HOS and HOCs is that HOS has been developed and applied within the probabilistic framework of (stationary) stochastic processes, whereas HOCs has been developed and applied primarily within the fraction-of-time probability framework. Whenever the theory of HOS is applied to problems in which only a single data record is available, the question of ergodicity is of primary importance. And when the single data record is itself polycyclostationary—which is quite possible even when the stochastic process from which it arises is strict-sense stationary (cf. Chapter 1)—the theory of HOCs presented in this chapter is required to obtain correct results for single-record processing—it is not optional. Specific ways in which the absence of ergodicity can cause erroneous results in applying the theory of HOS are discussed in Section 7.6.

### 1.3 Two Motivating Examples

To motivate the development of the theory, two sample problems are presented. These problems are especially difficult to solve by using the theories of SOCS or HOS, and the classical theory of statistical inference and decision is intractable. Consider the signal model

\[ x(t) = s(t) + m_x(t) + \sum_{k=1}^{M} i_k(t) \]

where \( s(t) \) is a signal of interest, \( \{ i_k(t) \} \) are non-Gaussian interfering signals that temporally and spectrally overlap \( s(t) \), and \( m_x(t) \) is broadband noise. All the signals and noise are statistically independent of each other. The signal of interest \( s(t) \) is polycyclostationary of order \( n \) but is not polycyclostationary of order two. We assume that the power level of the noise is unknown and is varying within the observation interval, and that the interferers can be turning on and off within the observation interval. The first of the sample problems is to detect the presence of \( s(t) \).

Methods of detecting \( s(t) \) that are based on measuring the power spectrum are ineffective because the power level of the noise and interference is unknown and time-varying. Setting a threshold for energy detection is difficult. Detection methods that are based on measuring the cyclic spectrum are not applicable because the signal of interest is not second-order polycyclostationary. There is no spectral correlation to measure. Detection methods that are based on measuring the (stationary) higher-order statistics of \( x(t) \) (e.g., the bispectrum) can fail for the same reason that the energy detection methods do: All non-Gaussian signals contribute to the HOS. Nevertheless, as explained in Section 8.1, the theory of HOCs provides a practical solution to this problem provided that \( s(t) \) possesses a unique \( n \)-th order cycle frequency.

Next let's assume that we have data available from another receiver:

\[ y(t) = a_0 s(t - d_0) + m_y(t) + \sum_{k=1}^{M} a_k i_k(t - d_k), \]

where the \( a_k \) and \( d_k \) are the attenuation factors and delays, respectively, relative to the corresponding signals in \( x(t) \), and all the signals and noise in \( y(t) \) are statistically independent of each other. The second of the two sample problems mentioned previously is to estimate \( a_0 \) and \( d_0 \). This estimation is difficult to accomplish by computing the cross-correlation between filtered versions of \( x(t) \) and \( y(t) \) (known as \textit{generalized cross-correlation} [GCC] methods) because the signals are spectrally overlapping and cannot be separated by linear time-invariant filtering. Thus, each signal will contribute a peak to the GCC output function. SOCS-based estimators cannot be used because, as in the detection problem, there is no SOCS to exploit, and HOS-based methods suffer from the same problem as the GCC: All signals contribute a peak.
However, as explained in Section 8.2, this problem can be solved by using the theory of HOCS, provided only that \( s(t) \) possesses a unique \( n \)-th order cycle frequency.

The remainder of this chapter is organized as follows: In Section 1.4, the history of the cumulant is traced, starting with the original contributions from the late nineteenth century and ending with the recent workshops on higher-order statistics sponsored by the Institute of Electrical and Electronics Engineers. The time-domain, or temporal, moments and cumulants of polycyclicstationary signals are defined in Section 2, where a complete introduction to cumulants is provided. The frequency-domain, or spectral, moments and cumulants are the subject of Section 3. These spectral moments and cumulants are shown to be related to the temporal moments and cumulants by Fourier transformation. In Section 4, the utility of the theory of moments and cumulants for solving statistical inference and decision problems is discussed. The theory of HOCS is developed further in Section 5 by accommodating complex-valued signals and by determining the effects of signal-processing operations on the higher-order moments and cumulants of polycyclicstationary signals. The moments and cumulants of the complex envelopes of digital QAM signals (which includes real and complex pulse-amplitude-modulated (PAM) signals as special cases) are derived in Section 6 for arbitrary orders. Nonparametric estimation of the moments and cumulants of arbitrary polycyclicstationary signals is discussed and illustrated with examples in Section 7, and the two motivating examples discussed in this section—weak-signal detection and interference-tolerant time-delay estimation—are studied in Section 8. Concluding remarks are given in Section 9.

### 1.4 Relevant Previous Work

In this section, relevant work in the areas of higher-order statistics and second-order polycyclicstationarity is reviewed. In addition, since cumulants are assumed to be unfamiliar to the reader, a complete history of the development of the concept of the cumulant is included.

#### 1.4.1 Cumulants and Polyspectra

The history of the cumulant is traced in this section. A concise history, to begin with, is that the cumulant was born in mathematical statistics, developed in the probabilistic theory of stochastic processes, and after nearly one hundred years found its way into electrical engineering through the field of higher-order statistics as applied primarily to problems of time-series modeling and system identification.

In 1903, Danish astronomer Thorvald Nicolai Thiele published a book called *The Theory of Observations* [113] in which he tried to quantify the statistical nature of measurement errors. Thiele developed functions that he called *laws of presumptive errors*, which are probability density functions. By expressing these functions in Macaulay series form, he found that they could be characterized by moments or by cumulants, which he called *half-invariants*, because cumulants are invariant to additive constants in a random variable, but not to multiplicative constants. Thiele recognized that the half-invariants provided an easy way to test for the normal distribution: The higher-order half-invariants are zero for Gaussian random variables. Although Thiele's introduction of cumulants was practically motivated, he did not arrive at them as the solution to a particular problem. Thiele gave no indication that he was aware of any other work on cumulants, and he did not use any term other than half-invariant to describe cumulants. Cramer [16], A. Fisher [28], and Graham [73] each claim that Thiele discovered cumulants.

Cumulants were introduced into the theory of sampling distributions, that is, the theory of the probability distribution of sample statistics, largely through the work of R. A. Fisher, Kendall, and Wishart, [14, 29, 68, 118]. The basic problem here is to determine the distribution of statistics such as the sample mean or sample cumulants by, say, determining the moments or the cumulants of the sample statistic. Fisher knew that the mean of a statistic does not necessarily equal the corresponding population parameter. In the case of the sample variance \( \sigma^2 \), the mean is

\[
E(\hat{\sigma}^2) = E \left( \frac{1}{N} \sum_{i=1}^{N} x_i^2 - \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} x_i x_j \right) 
\]

\[
= \frac{N-1}{N^2} E \left( \sum_{i=1}^{N} x_i^2 \right) - \frac{1}{N^2} E \left\{ \sum_{i \neq j} x_i x_j \right\} 
\]

\[
= \frac{N-1}{N} \sigma^2,
\]

where \( \sigma^2 \) is the population variance. Fisher proposed a new set of cumulant statistics, called *k-statistics*, for which the expected value is equal to the corresponding population cumulant. This set of statistics greatly facilitated work in sampling distribution theory. A detailed treatment of this topic is given in [68]. In 1937, Cornish [14] attributed the term *cumulant* to Laplace, without referencing a particular work of Laplace's, because Laplace called the logarithm of the characteristic function the *cumulative function* (CF), and cumulants are the coefficients of this function in Maclaurin series form. The cumulative function gets its name from the property that the CF for a sum of independent random variables is the sum of their CFS: The CF is cumulative. However, in 1928, Wishart [118] called the CF the *kappa generating function*, and called the cumulants *cumulative moment functions*. The terms cumulant and *log-characteristic function* are used today.

In the early 1950s, cumulants were used in an engineering context for the first time by Kuznetsov, Stratonovich, and Tikhonov in a study of the passage of stochastic processes through linear and nonlinear systems [75, 76]. Apparently without motivation, the authors decided to characterize the output stochastic process by using the logarithm of the joint characteristic function of samples of the output. They were therefore faced with a function that contained cumulants that were parameterized by the specific values of the sampling times. They called these cumulants *generalized correlation functions* because they were equal to the familiar correlation function for order two (the covariance). The main result in these two references is that the generalized correlation functions for the output process are related in a simple way to those
for the input process. The authors also used the generalized correlation functions to characterize the degree to which the output process deviated from normality. A more general form of the relation between moments and cumulants than that given by Thiele in [113] is given in [76] apparently for the first time, but without proof, and is not central to the work therein. The authors of [75, 76] used none of the terminology described here in the previous paragraphs.

In the late 1950s and early 1960s the theory of cumulants, which are sometimes called semi-invariants (or seminvariants), was put on a firm theoretical foundation by Shiryaev and Leonov [78, 103]. In [78], the cumulants of the output of a polynomial nonlinearity are obtained in terms of the cumulants of the input process, thereby formalizing the earlier work in [75, 76]. Also, a combinatorial proof of the relationships between moments and cumulants is given for arbitrary order. This appears to be the only published proof of these relations. The results of the work in [103] are essentially the probabilistic counterpart of the material presented in Sections 2 and 3 herein, restricted (for the most part) to stationary processes; [103] is a measure-theoretic approach to understanding higher-order moments and spectra of stochastic processes. Shiryaev defines the polyspectrum as a cumulant with respect to the logarithm of a spectral characteristic function, which is the characteristic function of the spectral increments of the process, and also shows that the polyspectrum is equal to the Fourier transform of the time-domain cumulant function for generally nonstationary as well as stationary processes. Shiryaev does not specialize his results to the case of cyclostationary or polycyclostationary processes for which cumulants take on a special meaning that leads to special applications, which is explained in subsequent sections of this chapter.

In the 1960s the properties of cumulants, both temporal and spectral, were investigated [9] and measurement techniques were developed [10, 11]. It is here that the term polyspectrum is introduced (which Brillinger attributes to J. W. Tukey) for the spectral cumulants or, equivalently, the Fourier transform of the temporal cumulants, and a case for the superiority of cumulants over moments for use in the theoretical development of HOS is made in [9]. The processes involved in [9] are assumed to be nth-order stationary, which means that all moments up to and including order n are translation invariant. In [9–11], polyspectra are defined to be the Fourier transforms of time-domain cumulants, but are also recognized to be spectral cumulants.

The 1970s saw minimal application of polyspectra and cumulants. The focus was on the third-order polyspectrum, called the bispectrum; the application was to the area of detection of phase-coupling in sinusoids [61, 69, 70, 84, 96, 97]. Three sinusoids with frequencies \( f_1 \) and \( f_2 \) are said to be phase-coupled if \( f_1 + f_2 = f_3 \) and the sum \( \theta_1 + \theta_2 \) is statistically dependent on \( \theta_3 \). This can be the case, for example, in the output of a linear-plus-quadratic system with the sum of sine waves with frequencies \( f_1 \) and \( f_2 \) at the input. Some progress in this area was made, and a corresponding interest in the statistical properties of estimates of the bispectrum was piqued. (Interestingly, this work has nothing to do with statistical inference based on single-sample-path processing since the phase coupling can be measured from a single sample path if and only if the phase is time-varying and the coupling that can be measured in this case is correlation—or more general dependences—over time, which has nothing to do with correlation over the ensemble unless the phases are ergodic stochastic processes. A time-invariant random phase is a nonergodic stochastic process.)

In the 1980s a sector of the electrical engineering community became interested in HOS as a tool that could be used to perform system identification. Since the autocorrelation (and power spectral density) of a second-order stationary process does not contain phase information, it cannot be used to identify nonminimum-phase systems. Researchers were led to higher-order statistics because higher-order moments and cumulants do contain phase information. Many researchers in the area of HOS claim that second-order statistics cannot be used to obtain phase information, but this is incorrect since the cyclic autocorrelation, which is a second-order statistic, is sensitive to phase for cyclostationary and polycyclostationary signals, and this fact is currently being exploited for nonminimum-phase system identification (cf. Chapter 3 and Articles 4 and 5 in this volume). Nevertheless, if the signal is stationary, or does not exhibit SOCS, then third- or higher-order statistics must be used to obtain phase information. System identification is still the dominant application area in HOS, as can be seen by noting that over half of the recent HOS tutorial paper by Mendel [81] is concerned with parametric system identification, that is, determining the coefficients of AR, MA, and ARMA system models (see references in [81]). Other recent applications include synchronization [6, 26], random signal detection [54, 71], image reconstruction [90], tests for the Gaussian property and linearity of stochastic process [59], neural-network based estimation [115], radar signal processing [25], equalization [91], and direction-finding (source location) [12, 31, 60, 92, 121]. In most of these applications, the signals of interest are modeled as stationary stochastic processes (the exception is synchronization), and in many cases the highest order employed is three. There are good reasons for the latter restriction. For example, if the input signal-to-noise ratio (SNR) for a signal in noise is below 0 dB, then the output SNR is approximately proportional to the input SNR raised to the nth power for an nth-order nonlinear transformation, such as a measurement of an nth-order moment or cumulant. Thus, the output SNR decreases as the order n increases for a given data-record length. Also, computational complexity of algorithms that exploit HOS can grow rapidly as the order increases.

The subject of cumulants has been largely neglected by the authors of the classic (or at least popular) texts in probability theory, mathematical statistics, stochastic processes, and time-series analysis. This is largely because of the long-standing emphasis on the correlation theory of processes and time-series wherein only the first and second moments are of interest. This theory is very powerful because it is sufficient for the explanation of the behavior of Gaussian processes, handles linear transformations of data easily and elegantly, and is computationally simpler (more tractable) than higher-order theories. The limited treatment of cumulants and polyspectra in the most well-known texts is discussed next, followed by a brief description of three modern texts that treat the topic of cumulants and polyspectra in some detail.
The texts considered in time-series analysis are [4, 8, 58, 64, 67, 74, 93]. The book [93] by Priestley contains the most material on cumulants. There is a short history that begins with Shiryaev's contribution [103], and then cumulants are defined through the cumulative function (CF). Polyspectra are defined to be the Fourier transforms of these cumulants. Brillinger [8], on the other hand, defines cumulants in terms of their relation to moments and lists several of their elementary properties. The other books in the area of time-series analysis offer little (such as the moment/cumulant relations for $n = 1, 2, 3, 4$) or nothing on cumulants.

The texts considered in the area of stochastic processes are [7, 23, 24, 33, 57, 65, 66, 82, 86, 88, 95, 112, 114, 119, 120]. These texts pay very little attention to cumulants and polyspectra. The three texts [82], [95], and [112] each define the cumulant through the series expansion of the CF, but do little with them. The other references in the area of stochastic processes do not even mention cumulants.

References [15, 27, 28, 79, 80, 87, 89] are the texts considered in probability theory. Parzen [89] and Papoulis [87] both define the cumulant through the series expansion of the CF, although Parzen does it in an exercise. Neither theory nor application of cumulants is developed in either of these books. A. Fisher essentially reproduces Thiele's work in his 1923 book [28]. The other references in the area of probability theory do not mention cumulants.

Finally, the texts considered in mathematical statistics are [16, 30, 68, 77, 98, 117]. Both Fisz [30] and Cramér [16] define the cumulant through the series expansion of the CF in the usual way, but go no further with the theory. The unique book by Kendall and Stuart [68] devotes a great deal of attention to cumulants, mostly in the context of sampling distribution theory (as mentioned previously). The authors are not concerned with stochastic processes or time-series analysis and do not define polyspectra. The other texts in mathematical statistics do not mention cumulants.

Three modern texts do treat the topics of cumulants and polyspectra for time-series and stochastic processes. The first is by Rosenblatt [99]. The material on cumulants and polyspectra in this text is essentially the same as in the two papers [10, 11], in which the cumulants and polyspectra of nonstationary stochastic processes are investigated, with emphasis on estimating these parameters from finite-length data records. The book by Priestley [94] contains a chapter devoted to estimation of the polyspectrum of a stationary stochastic process from a finite-length data record. The methods considered therein are the same as in [99]. The material in both of these texts is considered further in Section 7 herein, where the measurement of the parameters of HOCS is studied, and where an error in Priestley's description of the frequency-domain method of estimating the cyclic polyspectrum is brought to light. The third modern text that treats cumulants is a collection of papers edited by Haykin [84]. The chapter by Nikias treats the topic of estimation of the polyspectrum, but the emphasis of the chapter is on the use of such estimates in solving the problem of parametric (ARMA) system identification.

The nine research papers [40], [42], [51], and [104-109], all of which are from the same research group, address the topic of HOCS directly. In [40], the higher-order temporal moments of polycyclostationary time-series are introduced and shown to be related to the higher-order moments of spectral components of the time-series by Fourier transformation, and it is established for the first time that the $n$th-order lag product of a time-series contains a finite-strength additive sine-wave component with frequency $\alpha$ if and only if the joint moment of $n$ spectral components of the time-series is nonzero for some sets of $n$ frequencies that sum to $\alpha$. In [42], the concept of a pure $n$th-order sine wave is introduced and is shown to be characterized by the temporal cumulant function, whose Fourier transform is shown to be a spectral cumulant function, and the relationship between these functions and those that arise in the theory of HOS for stationary processes is discussed. Higher-order temporal and spectral moments of cyclostationary time-series are used in [51] to identify Volterra models of nonlinear systems. New techniques for measuring the higher-order statistical functions (cyclic moments, cumulants, and polyspectra) for polycyclostationary time-series are presented in [104], and some results on their performance are presented in [105]. A brief overview of the theory of higher-order cyclostationary time-series is given in [106]. Finally, the application of the theory of HOCS to the problems of weak-signal detection and time-delay estimation is considered in [109].

Three research papers by other researchers also treat HOCS directly. One of these is the recent paper [123], in which the stochastic-process framework is used, and in which no connection is made to the sine-wave generation idea that is central to this chapter, nor to cumulants, which are also central to this chapter. The second is [5], in which a cyclic spectral analysis of the powers of a PAM signal is carried out, that is, the cyclic spectrum of the output of a nonlinear system with a PAM signal at the input is calculated. The results herein are more general than those in [5]. The third is [2], in which the symmetry properties of $n$th-order polyspectra for $n \leq 6$ for cyclostationary stochastic processes are investigated.

Finally, there are several research papers that deal with HOCS indirectly [17-22, 55, 56]. These papers, which are the work of a single research group, treat the problem of higher-order statistical analysis of generally nonstationary stochastic processes, which includes cyclostationarity as a special case, and present several applications of the theory to cyclostationary signals, such as system identification and signal detection.

The strong recent interest in HOS (cumulants) in a sector of the electrical engineering community is reflected in the recent workshops on higher-order statistics, in the two IEEE Proceedings tutorial papers [81, 83], and in the special sections on HOS in the July 1990 IEEE Transactions on ASSP, and the January 1990 IEEE Transactions on Automatic Control.

### 1.4.2 Second-Order Polycyclostationarity

The research on second-order polycyclostationarity can be divided into two sets: that which adheres to the time-average analysis (FOT) framework, and that which uses the stochastic-process framework. The former is more relevant to this chapter because the time-average framework is used herein. The basic references for the theory and application of second-order polycyclostationarity for the time-average framework are [34, 35, 44, 45] and the references therein and in Chapter 1 of this
volume and for the stochastic-process framework in [33, 63] and the references therein and in Chapter 1. Examples of the application of cyclostationarity include weak-signal detection [39, 46], time-delay estimation [49, 50], high-resolution direction finding [100], blind-adaptive spatial filtering for signal extraction [1, 101], system identification [41, 51], and frequency-shift filtering for signal separation [48]. A bibliography on cyclostationarity and its applications, and a detailed overview of second-order cyclostationarity is given in Chapter 1 of this volume.

2 THE TEMPORAL PARAMETERS OF HOCS

2.1 Moments

Let us consider all nonlinear signal-processing operations that can be represented by a Volterra series. This includes (but not exclusively) all continuous, time-invariant, finite-memory, causal systems [85]. The output \( y(t) \) of such an operation is expressed as

\[
y(t) = \int_{-\infty}^{\infty} h_1(t) x(t + t_1) dt_1 + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_2(t_1, t_2) x(t + t_1) x(t + t_2) dt_1 dt_2 + \cdots
\]

\[
= \sum_n \left[ \prod_{i=1}^{n} \int_{-\infty}^{\infty} h_n(\tau) L_x(t, \tau) d\tau \right]
\]

where \( \tau = [t_1 \cdots t_n] \) and \( L_x(t, \tau) \) is the \( n \)-th-order lag product of the input \( x(t) \)

\[
L_x(t, \tau) \triangleq \prod_{i=1}^{n} x(t + t_i).
\]  

We are interested in the finite-strength additive sine-wave components present in the output but absent in the input, that is, those sine waves that are generated by the action of the nonlinear operation on the input \( x(t) \), which is assumed to exhibit cyclostationarity. For example, the strength (magnitude and phase) of the sine wave with frequency \( \alpha \) in \( y(t) \) is given by (assuming the order of \( E^{[\alpha]} \), \( \sum \), and \( \int \) can be interchanged)

\[
\langle y(t) e^{-i2\pi \alpha t} \rangle = \sum_n \left[ \prod_{i=1}^{n} \int_{-\infty}^{\infty} h_n(\tau) \langle L_x(t, \tau) e^{-i2\pi \alpha t} \rangle d\tau \right]
\]

Thus, we need only study the statistical quantities

\[
\langle L_x(t, \tau) e^{-i2\pi \alpha t} \rangle.
\]

for arbitrary positive integers \( n \), which are the strengths of the sine-wave components contained in the \( n \)-th-order lag products of \( x(t) \).

The \( n \)-th-order lag product is an elementary \( n \)-th-order homogeneous polynomial transformation of \( x(t) \). This transformed time-series can be decomposed into a periodic or polyperiodic part and an aperiodic residual part,

\[
L_x(t, \tau) = p(t, \tau) + m(t, \tau),
\]

where

\[
\langle m(t, \tau) e^{-i2\pi \alpha t} \rangle = 0,
\]

for all real \( \alpha \). The polyperiodic portion of \( L_x(t, \tau) \) has associated with it the Fourier series

\[
p(t, \tau) = \sum_{\alpha} R_x^{[\alpha]}(\tau) e^{i2\pi \alpha t},
\]

where

\[
R_x^{[\alpha]}(\tau) = \langle p(t, \tau) e^{-i2\pi \alpha t} \rangle.
\]

It is assumed herein that the partial sums in the Fourier series (8) converge uniformly in \( t \) for each \( \tau \) to \( p(t, \tau) \). Then \( p(t, \tau) \) is an almost periodic function, the limit (9) exists for each \( \tau \), and the set of values of the real variable \( \alpha \) for which \( R_x^{[\alpha]}(\tau) \neq 0 \) for each \( \tau \) is denumerable [13]. That is, there is at most a denumerable set of incommensurate periods in the polyperiodic function \( p(t, \tau) \) for each \( \tau \). It is further assumed that the union over all \( \tau \) of the sets of values of \( \alpha \) for which \( R_x^{[\alpha]}(\tau) \neq 0 \) is denumerable. For example, it is shown in [63] that this union is denumerable for \( n = 2 \) if \( p(t, \tau) \) is uniformly continuous in \( t \) and \( \tau \).

The lag-product time-series can therefore be expressed as

\[
L_x(t, \tau) = \sum_{\alpha} R_x^{[\alpha]}(\tau) e^{i2\pi \alpha t} + m(t, \tau),
\]

where the sum is over the denumerable set of real \( \alpha \) for which \( R_x^{[\alpha]}(\tau) \neq 0 \). From (7) and (10), we have

\[
R_x^{[\alpha]}(\tau) = \langle L_x(t, \tau) e^{-i2\pi \alpha t} \rangle.
\]

Each value of \( \alpha \) in the representation (10) is called an impure cycle frequency of order \( n \) (to distinguish it from a pure \( n \)-th-order cycle frequency, which is defined subsequently), and \( R_x^{[\alpha]}(\tau) \) in (11) is called the cyclic temporal moment function (CTMF) of order \( n \). From (11), it is evident that the CTMF arises quite naturally from a consideration of the finite-strength additive sine-wave components in the lag product (6). The sum of all such sine waves in \( L_x(t, \tau) \) is given by the temporal expected value of the lag product (cf. Section 1.1),

\[
E^{[\alpha]} \langle L_x(t, \tau) \rangle = \sum_{\alpha} R_x^{[\alpha]}(\tau) e^{i2\pi \alpha t},
\]

which is called the temporal moment function (TMF), and is denoted by \( R_x(t, \tau) \).
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\[ R_x(t, \tau)_n \triangleq \hat{E}[\{ L_x(t, \tau)_n \}] = \sum_{\alpha} R^\alpha_n(\tau)_n e^{i2\pi\alpha t}. \]  

(12)

An individual component of the TF of such as

\[ R^\alpha_n(\tau)_n e^{i2\pi\alpha t}, \]

is called an \textit{nth-order moment sine wave} or an \textit{impure nth-order sine wave}. Time-series for which there exists at least one moment sine wave of order \( n \) (with \( \alpha \neq 0 \)) are said to exhibit \textit{nth-order cyclostationarity (CS\( n \)) in the wide sense} (such a time-series can be \textit{nth-order cyclostationary or nth-order polycyclostationary}). A potentially confusing property of CS\( n \) time-series is that such time-series are in general CS\( 2n \). A simple example illustrates this fact. Consider the time-series given by

\[ x(t) = \cos(\omega t) + m(t), \]

where the zero-mean signal \( m(t) \) contains no sine-wave components. The signal \( x(t) \) is CS\( 1 \). Every second-order lag product contains sine waves as well,

\[ x(t + \tau_1)x(t + \tau_2) = \frac{1}{2} \cos(2\omega t + \omega [\tau_1 + \tau_2]) + \frac{1}{2} \cos(\omega [\tau_1 - \tau_2]) + \text{residue}. \]

More interesting cases involve random time-series that do not themselves contain additive sine-wave components, because it is still true that, for example, CS\( 2 \) implies CS\( 4 \). This is illustrated in the next section.

\[ 2.2 \text{ Impure nth-Order Sine Waves} \]

It is often the case that an \textit{nth-order moment sine wave} is \textit{impure} in the sense that it is made up—in part or wholly—of products of \( k \) \textit{nth-order moment sine waves} with \( \sum_{j=1}^k m_j = n \) and \( k \leq n \), for various values of \( k \). For example, consider the following signal, which is an amplitude-modulated (AM) signal with an added carrier tone:

\[ x(t) = a(t) \cos(2\pi f_c t + \theta) + B \cos(2\pi f_c t + \theta). \]

(13)

The second-order lag product for this signal clearly contains (complex) sine-wave components with the frequencies \( 0, 2f_c, \) and \(-2f_c \). Let’s examine the sine wave with frequency \( 2f_c \):

\[ R^2_{x}(\tau)_2 = \{x(t + \tau_1)x(t + \tau_2)e^{i2\pi 2f_c t}\} \]

\[ = \frac{1}{4} R^0(\tau)_2 e^{i2\pi [f_1(t + \tau_1) + 2\theta]} + \frac{B^2}{4} e^{i2\pi [f_2(t + \tau_2) + 2\theta]}, \]

where we have assumed that \( a(t) \) has zero mean,

\[ \hat{E}[a(t)] = 0. \]

Thus, there are two components that make up the second-order moment sine wave with frequency \( 2f_c \). The first component

\[ \frac{1}{4} R^0(\tau)_2 e^{i2\pi f_c (t + \tau_1 + \tau_2) + 2\theta} e^{i2\pi 2f_c t} \]

does not result from the multiplication of any sine-wave components in either of the factors of the lag product, whereas the second component

\[ \frac{B^2}{4} e^{i2\pi f_c (t + \tau_1 + \tau_2) + 2\theta} e^{i2\pi 2f_c t} \]

is nothing more than the result of a sine-wave term in \( x(t + \tau_1) \) multiplying a sine-wave term in \( x(t + \tau_2) \).

Identifying the pure and impure components of an \( n \)-th order moment sine wave is not always so easy. Let’s consider the AM signal (13) with \( B = 0 \),

\[ x(t) = a(t) \cos(2\pi f_c t + \theta), \]

and a fourth-order lag product

\[ L_x(t, \tau)_4 = \prod_{j=1}^4 x(t + \tau_j). \]

(15)

The sine wave with frequency \( 4f_c \) in the lag product (15) is given by

\[ R^4_{x}(\tau)_4 e^{i2\pi 4f_c t} = \frac{1}{16} \left( \prod_{j=1}^4 a(t + \tau_j) \right) e^{i2\pi f_c (t + \tau_1 + \tau_2 + \tau_3 + \tau_4 + 4\theta)} e^{i2\pi 4f_c t}. \]

(16)

Since

\[ R^0(\tau)_2 = (a(t + \tau_1)a(t + \tau_2)), \]

then the lag product for \( a(t) \) can be represented by

\[ a(t + \tau_1)a(t + \tau_2) = R^0(\tau_1, \tau_2)_2 + b(t, \tau_1, \tau_2) \]

(17)

for which

\[ \langle b(t, \tau_1, \tau_2) \rangle \equiv 0 \]

\[ R^0(\tau_1, \tau_2)_2 = R^0(\tau)_2. \]

By making use of (17) in the fourth-order lag product for \( a(t) \), we can begin to see the pure and impure components of the fourth-order sine wave (16):

\[ R^4_{x}(\tau)_4 \]

\[ = \frac{1}{16} \left( \left[ \langle R^0(\tau_1, \tau_2)_2 + b(t, \tau_1, \tau_2) \rangle \left( R^0(\tau_3, \tau_4)_2 + b(t, \tau_3, \tau_4) \right) \right] e^{i2\pi [f_1(t + \tau_1 + \tau_2 + \tau_3 + \tau_4) + 4\theta]} \right) \]

\[ = \frac{1}{16} \left( R^0(\tau_1, \tau_2)_2 R^0(\tau_3, \tau_4)_2 + \langle b(t, \tau_1, \tau_2)b(t, \tau_3, \tau_4) \rangle \right) e^{i2\pi [f_1(t + \tau_1 + \tau_2 + \tau_3 + \tau_4) + 4\theta]} , \]
So, there are components of the fourth-order moment sine wave (16) that consist of products of second-order moment sine waves, and there are—potentially—components that are not. We say potentially because there are other products of lower-order sine waves, namely those obtained by using a different factorization of the fourth-order lag product, and we are unsure at this point if these other impure sine waves are the only components of \( \{ b(t, t_1, t_2, b(t, t_3, t_4) \} \).

In the case of the second-order lag products of (13), we can purify the second-order sine waves by operating directly on the data: We simply remove the sine-wave component \( B \cos(2\pi ft + \theta) \) from \( x(t) \). In the case of the fourth-order lag products of (14) (or (13)), we cannot purify the fourth-order moment sine waves by operating on the data because there are no sine waves in the data. Furthermore, we cannot simply subtract the second-order sine waves from the lag products \( x(t + t_1)x(t + t_2) \) and \( x(t + t_3)x(t + t_4) \) because there are similar sine waves in other factorizations of the fourth-order lag product. In the next section we show how to properly purify the \( n \)-th moment sine waves, thereby obtaining the pure \( n \)-th-order sine waves.

### 2.3 Pure \( n \)-th-Order Sine Waves

For low orders \( n \), it is easy to mathematically characterize a pure \( n \)-th-order sine wave in a way that matches our intuition. For \( n = 1 \), the moment sine waves are, by definition, pure first-order sine waves. For \( n = 2 \), all products of first-order moment sine waves can be subtracted from the second-order moment sine waves to obtain the pure second-order sine waves, which are denoted by \( \sigma_x(t, t_1, t_2) \),

\[
\sigma_x(t, t_1, t_2) = \tilde{\xi}^{[n]} \{ x(t + t_1)x(t + t_2) \} = R_x(t, t_2) - R_x(t, t_1) R_x(t, t_2) \Delta.
\]

There are several interesting points to be made concerning pure second-order sine waves.

1. Since \( R_x(t, t_1) \) is a real number, then \( \sigma_x(t, t_1, t_2) \) is a temporal covariance function.

2. If \( R_x(t, t_1) = 0 \), then there are lower-order sine waves, and the second-order moment sine waves are equal to the pure second-order sine waves.

3. If the variables \( x(t + t_1) \) and \( x(t + t_2) \) are statistically independent (in the temporal sense [35, 45]), then \( \tilde{\xi}^{[n]} \{ x(t + t_1)x(t + t_2) \} = \tilde{\xi}^{[n]} \{ x(t + t_1) \} \tilde{\xi}^{[n]} \{ x(t + t_2) \} \) and therefore \( \sigma_x(t, t_1, t_2) = 0 \), that is, there is no pure second-order sine wave for this particular pair of lags \( t_1 \) and \( t_2 \).

A recursion can be used to compute the pure third-order sine waves. Each distinct product of lower-order sine waves must be subtracted from the third-order moment sine waves. Thus, products of pure second-order and pure first-order sine waves are subtracted from the third-order moment sine waves:

\[
\sigma_x(t, t_1, t_2) = \tilde{\xi}^{[n]} \{ x(t + t_1)x(t + t_2) \} = \tilde{\xi}^{[n]} \{ x(t + t_1) \} \tilde{\xi}^{[n]} \{ x(t + t_2) \} - \sigma_x(t, t_1, t_2) - \sigma_x(t, t_1, t_2) \Delta.
\]

Note that all possible products of lower-order sine waves appear in (18). The terms in the sum of products that are subtracted can be enumerated easily by considering the distinct partitions of the index set \( \{ 1, 2, 3 \} \). A partition of a set \( G \) is a collection of \( p \) subsets of \( G \), \( \{ v_j \}_{j=1}^p \), having the following properties\(^2\) [3]:

\[
G = \bigcup_{j=1}^p v_j,
\]

\[
v_j \cap v_k = \emptyset \quad \text{for} \quad j \neq k.
\]

The set \( P_3 \) of distinct partitions of \( \{ 1, 2, 3 \} \) is

\[
p = 1 : \{ 1, 2, 3 \}
\]

\[
p = 2 : \{ 1, 2 \}, \{ 3 \} \quad \{ 1, 3 \}, \{ 2 \} \quad \{ 2, 3 \}, \{ 1 \}
\]

\[
p = 3 : \{ 1 \}, \{ 2 \}, \{ 3 \}.
\]

Thus, we can express the pure third-order sine waves \( \sigma_x(t, t_1, t_2) \) as a sum over the elements of \( P_3 \):

\[
\sigma_x(t, t_1, t_2) = R_x(t, t_1, t_2) - \sum_{p \neq 1}^{P} \prod_{j=1}^{p} \sigma_x(t, t_1, t_2)_{n_j}.
\]

where \( \tau_{nj} \) is the vector of elements of \( \{ \tau_j \}_{j=1}^3 \) that have indices in \( v_j \), and \( n_j \) is the number of elements in \( v_j \).

Note that, as in the case of \( n = 2 \), if the first-order moment sine waves are zero, \( \tilde{\xi}^{[n]} \{ x(t) \} = 0 \), then the third-order moment sine waves are equal to the pure third-order sine waves. In this case, there are no products of lower-order sine waves that can be subtracted from the moment.

Because there is a one-to-one correspondence between the set of distinct factorizations of a product of \( n \) factors and the set of distinct partitions of the set \( \{ 1, 2, \cdots, n \} \) (as illustrated for \( n = 3 \) above), the formula for the pure \( n \)-th-order sine waves can be expressed in terms of these partitions,

\[
\sigma_x(t, t_n) = R_x(t, t_n) - \sum_{p \neq 1}^{P} \prod_{j=1}^{p} \sigma_x(t, t_n)_{n_j},
\]

\(^2\)The total number of distinct partitions of a set is called Bell's number, which must be computed by a recursion involving Stirling numbers of the second kind [73, 110]. This same recursion can be modified to yield the partitions themselves.
where \( P_n \) is the set of distinct partitions of \( \{1, 2, \ldots, n\} \). The pure-sine-wave formula\(^3\) (19) gives all the pure \( n \)-th-order sine waves associated with the lag vector \( \tau \). A single pure \( n \)-th-order sine wave with frequency \( \beta \) can be selected by computing the Fourier coefficient
\[
\sigma_\beta^\tau (\tau) e^{2\pi i \beta^t u} = \langle \sigma_\tau (u), \tau \rangle e^{2\pi i \beta^t (\tau - u)},
\]
and can be expressed in terms of pure lower-order sine waves by substituting the Fourier series for each \( \sigma_\tau \),
\[
\sigma_\beta (t, w)_k = \sum_{P_n} \sigma_{\beta_k} (w)_k e^{2\pi i \beta_k t},
\]
where the sum is over all pure cycle frequencies \( \beta_k \) of order \( k \), into (19). Thus,
\[
\sigma_\beta^\tau (\tau)_n = R_\beta^\tau (\tau)_n - \sum_{P_n} \sum_{P_n^1} \prod_{j=1}^p \sigma_{\beta_j} (\tau_j)_n,
\]
where \( \beta \) is the \( p \)-dimensional vector of pure cycle frequencies \( [\beta_1 \cdots \beta_p]^t \) and \( 1 \) is the \( p \)-dimensional vector of ones. Hence, the pure-sine-wave strength \( \sigma_\beta^\tau (\tau)_n \) is given by the CTMF \( R_\beta^\tau (\tau)_n \) with all products of pure lower-order sine-wave strengths, for sine waves whose frequencies sum to \( \beta \), subtracted out.

The next step in the development of the temporal parameters is to introduce the cumulant function for the set \( \{ x(t + \tau_j) \}_{j=1}^p \). Before doing this, a general introduction to cumulants is provided.

### 2.4 Cumulants

The references cited in this and succeeding sections dealing with cumulants of random variables, stochastic processes, and nonstochastic time-series are believed to be the original sources where these quantities were first introduced.

#### 2.4.1 Cumulants of a Single Random Variable

Let the real-valued random variable \( X \) have probability density function (PDF) \( f_X(u) \) and characteristic function \( \Phi_X(\omega) \):

\[
\Phi_X(\omega) = \int_{-\infty}^\infty f_X(u) e^{i\omega u} du.
\]

It is well known that the moments of \( X \) can be obtained from the characteristic function by differentiation,

\[
E[X^n] = (-i)^n \left. \frac{\partial^n}{\partial \omega^n} \Phi_X(\omega) \right|_{\omega=0} = m_n.
\]

Higher-Order Statistics for Nonlinear Processing of Cyclostationary Signals

The \( n \)-th-order moment of \( X \) is, therefore, the coefficient of the term corresponding to \( (i\omega)^n / n! \) in the Maclaurin series expansion of the characteristic function:

\[
\Phi_X(\omega) = \sum_{n=0}^\infty \frac{(i\omega)^n}{n!} m_n.
\]

The characteristic function is a useful tool in the study of random variables, but it does have a drawback. If \( Y \) is the sum of two independent random variables \( X_1 \) and \( X_2 \)

\[
Y = X_1 + X_2,
\]

then the PDF for \( Y \) is the convolution of the PDFs for \( X_1 \) and \( X_2 \),

\[
f_Y(u) = \int_{-\infty}^{\infty} f_{X_1}(u - \lambda) f_{X_2}(\lambda) d\lambda,
\]

which implies that the characteristic function for \( Y \) is the product of characteristic functions for \( X_1 \) and \( X_2 \),

\[
\Phi_Y(\omega) = \Phi_{X_1}(\omega) \Phi_{X_2}(\omega).
\]

By using (23) in (24), it can be shown that the \( n \)-th-order moment of \( Y \) is explicitly dependent on the moments of \( X_1 \) and \( X_2 \) of all orders \( n \) and lower.

If we transform the multiplication in (24) to addition by applying the natural logarithm, we obtain the relation

\[
\ln \Phi_Y(\omega) = \ln \Phi_{X_1}(\omega) + \ln \Phi_{X_2}(\omega).
\]

These new functions are called cumulative functions [14], a term that is due to Laplace, and the coefficient of the term corresponding to \( (i\omega)^n / n! \) in the Maclaurin series expansion of the left side of (25) (provided that it exists), is called the \( n \)-th-order cumulant of the random variable \( Y \) [14]. The \( n \)-th-order cumulant for \( Y \) is, therefore, the sum of the \( n \)-th-order cumulants for \( X_1 \) and \( X_2 \). Note that if \( X \) is a Gaussian random variable, its cumulative function is a second-order polynomial in \( \omega \) and, therefore, all higher-order (greater than two) cumulants of this random variable are zero:

\[
\frac{\partial^n}{\partial \omega^n} \ln \Phi_X(\omega) = 0, \quad n \geq 3.
\]

#### 2.4.2 Cumulants of a Set of Random Variables

The multivariate PDF for the set of \( r \) random variables \( \{ X_j \}_{j=1}^r \) is given by

\[
f_X(x) \triangleq \frac{\partial^r}{\partial x_1 \cdots \partial x_r} F_X(x),
\]

where \( F_X(x) \) is the multivariate distribution function defined by

\[
F_X(x) \triangleq \text{Prob} \left\{ \left\lfloor \sum_{j=1}^r [X_j < x_j] \right\rfloor \right\}.
\]

---

\(^3\) This approach to obtaining pure \( n \)-th-order sine waves can break down in some special anomalous cases involving degenerate time-series, which are described in the Appendix.
The multivariate characteristic function is the multidimensional conjugate Fourier transform of (26):

\[ \Phi_X(\omega) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_X(x) e^{i\omega X} \, dx. \]

The nth-order moment corresponding to the product

\[ \prod_{j=1}^{n} X_j^{q_j} \]

where

\[ \sum_{j=1}^{n} q_j = n, \quad q_j \geq 1 \text{ for all } j, \]

is given by the coefficient of the term corresponding to

\[ \frac{i^n \prod_{j=1}^{n} \omega_j^{q_j}}{\prod_{j=1}^{n} q_j!} \]

in the multidimensional series expansion of the characteristic function. We need only consider the case where \( r = n \) and therefore \( q_j = 1 \) for each \( j \). This is so because if some of the \( q_j \) are greater than one, we can simply consider a larger set of variables \( \{X_j\}_{j=1}^{p} \), where some of the \( X_j \) are identical according to the values of \( q_j \).

The cumulants are given by the coefficients in the series expansion of the cumulative function \( \Phi_X(\omega) \). Since we consider only \( r = n \), the resulting cumulants are called simple cumulants. Thus, the nth-order simple cumulant for the variables \( \{X_j\}_{j=1}^{n} \) is defined by

\[ C_X = \left( -i \right)^n \frac{\partial^n}{\partial \omega_1 \cdots \partial \omega_n} \ln \Phi_X(\omega) \bigg|_{\omega=0}. \]  

(27)

### 2.4.3 Multivariate Moment and Cumulant Relations

For the set of random variables \( \{X_j\}_{j=1}^{n} \), the simple moment is given by

\[ R_X = E \left\{ \prod_{j=1}^{n} X_j \right\}. \]

(28)

Let \( \nu_k \) be some nonempty subset of the set of indices \( \{1, 2, \ldots, n\} \). Then the moment of order \( n_k = |\nu_k| \) for those variables with subscripts in \( \nu_k \) is

\[ R_{X_{\nu_k}} = E \left\{ \prod_{j \in \nu_k} X_j \right\}. \]

The nth-order simple cumulant for \( \{X_j\}_{j=1}^{n} \) can be expressed in terms of the simple moments \( R_{X_{\nu_k}} \) by using the distinct partitions \( P_n \) of the index set \( \{1, 2, \ldots, n\} \) [78]:

\[ C_X = \sum_{P_n} \left( -1 \right)^{p-1} (p-1)! \prod_{j=1}^{n} R_{X_{\nu_j}}. \]

(29)

Similarly, the nth-order simple moment \( R_X \) can be expressed in terms of lower-order simple cumulants [78]:

\[ R_X = \sum_{P_n} \left[ \prod_{j=1}^{n} C_{X_{\nu_j}} \right], \]

(30)

where \( C_{X_{\nu_j}} \) is the simple cumulant of the variables \( \{X_k\}_{k \in \nu_j} \). The relationships between simple moments and cumulants (29) and (30) are valid for both real- and complex-valued random variables [9, 99, 108].

An important and useful property of multivariate cumulants is the independence property. Consider the set of variables

\[ \{Z_m\}_{m=1}^{n} = \{X_j : j = 1, \ldots, r; Y_k : k = 1, \ldots, s\}, \quad n = r + s, \]

where the \( X_j \) are independent of the \( Y_k \). The nth-order joint PDF for these variables factors

\[ f_{XY}(z) = f_X(x) f_Y(y), \quad z = [x_1 \cdots x_r \ y_1 \cdots y_s]^T, \]

which implies that the characteristic function is the product of characteristic functions for \( X \) and \( Y \):

\[ \Phi_{XY}(\omega) = \Phi_X(\omega_X) \Phi_Y(\omega_Y). \]

Therefore,

\[ \ln \Phi_{XY}(\omega) = \ln \Phi_X(\omega_X) + \ln \Phi_Y(\omega_Y) \]

and the n-fold derivative in (27) is zero. Thus, if there is a subset of variables in the set \( \{X_j\}_{j=1}^{n} \) that are independent of the remaining variables, then the simple cumulant for this set is equal to zero.

Another important property of multivariate cumulants is the following addition rule. Suppose the set \( \{Z_m\}_{m=1}^{n} \) is given by

\[ Z_m = X_m + Y_m, \quad m = 1, 2, \ldots, n, \]

(31)

where \( \{X_m\} \) is statistically independent of \( \{Y_m\} \). Then the cumulant of \( \{Z_m\} \) is given by the sum of the cumulants of \( \{X_m\} \) and \( \{Y_m\} \):

\[ C_Z = C_X + C_Y. \]

(32)

Finally, if the variables \( \{X_j\}_{j=1}^{n} \) are jointly Gaussian, then the cumulative function \( \ln \Phi_X(\omega) \) is a quadratic function of \( \omega \) and, therefore, the simple cumulants are zero.
for \( n \geq 3 \). Thus, multivariate cumulants can be used to measure the dependence between random variables, and to test for the Gaussian property [59].

### 2.4.4 Cumulants of a Time-Series

The relations (29) and (30) are more accessible than the log-characteristic function expression (27) and are, therefore, used for the cumulants and moments of time-series. Comparing equations (19) and (30), it is apparent that the relationship for \( \{ x(t + \tau_i) \}_{i=1}^{\infty} \) between the pure-sine-wave function \( \sigma_x(t, \tau_n) \) and the temporal moment function \( R_x(t, \tau_n) \) is equivalent to that between the simple cumulant and moment for \( \{ X_j \}_{j=1}^{\infty} \). By using the sine-wave-extraction operation, which is an expectation operation, we can reexpress the TMF in terms of lower-order simple cumulants:

\[
R_x(t, \tau_n) = \sum_{n_j \in \mathbb{N}} \left[ \frac{\prod_{j=1}^{\alpha} C_x(t, \tau_{n_j})_{n_j}}{\prod_{j=1}^{\beta} R_x(t, \tau_{n_j})_{n_j}} \right]
\]  

(33)

where \( C_x(t, \tau_{n_j})_{n_j} \) is the simple cumulant of the \( n_j \) variables \( \{ x(t + \tau_k) \}_{k=1}^{\infty} \) that is obtained by using the sine-wave-extraction operation \( \hat{E}^{\{n\}} \{ \} \). Moreover, the relation (29) can be used to obtain an expression for the simple cumulant in terms of the lower-order simple moments:

\[
C_x(t, \tau_n) = \sum_{n_j \in \mathbb{N}} \left[ (-1)^{\alpha-1}(\alpha - 1)! \prod_{j=1}^{\alpha} R_x(t, \tau_{n_j})_{n_j} \right].
\]  

(34)

The function \( C_x(t, \tau_n) \) in (34) is called the temporal cumulant function (TCF). Using the equivalence between (19) and (33), we obtain

\[
C_x(t, \tau_n) = \sigma_x(t, \tau_n).
\]  

(35)

That is, the pure \( n \)th-order sine-wave function \( \sigma_x(t, \tau_n) \) is identical to the \( n \)th-order temporal cumulant function! The Fourier coefficient of this polyperiodic function of \( t \) is given by

\[
C_x^\beta(\tau_n) \triangleq \langle C_x(t, \tau_n) e^{-2\pi i \beta t} \rangle
\]

\[
= \sum_{n_j \in \mathbb{N}} \left[ (-1)^{\alpha-1}(\alpha - 1)! \prod_{j=1}^{\alpha} R_x^{j\beta}(\tau_{n_j})_{n_j} \right]
\]  

(36)

and is called the cyclic temporal cumulant function (CTCF) [42]. An individual component of the CTCF, \( C_x^\beta(\tau_n) e^{-2\pi i \beta t} \), is called an \( n \)th-order cumulant sine wave to distinguish it from an \( n \)th-order moment sine wave. It can be seen from (29) and (35) that the CTCF is identical to the (complex-valued) strength of the pure \( n \)th-order sine wave with frequency \( \beta \) that is contained in the \( n \)th-order lag product \( L_x(t, \tau_n) \).

This instance is the first (to the best of our knowledge) in which cumulants have arisen as the solution to a practically motivated problem, namely the problem of pure \( n \)th-order sine-wave generation [42], rather than as a mathematical observation concerning the characteristic function [14, 68, 76, 113].

### 2.5 Properties of the Temporal Parameters of HOCS

We have seen that the TMF can be constructed from all of the CTMFs (cf. (12)), that the TCF can be constructed from all of the CTCFs (cf. (22)), that the TMF can be constructed from all of the lower-order TCFs (cf. (33)), and that the TCF can be constructed from all of the lower-order TMFs (cf. (34)). Thus, any CTCF can be obtained from all of the appropriate CTMFs, and vice versa. In other words, the set of moment functions for orders 1 through \( n \) contains the same information as the set of cumulant functions for orders 1 through \( n \). How then should we determine which set of functions to work with in the study of sine-wave generation? To assist us in making the correct choice, we consider some important properties of these functions.

#### 2.5.1 Signal Selectivity

Suppose our time-series \( x(t) \) consists of the sum of \( M \) mutually independent time-series,

\[
x(t) = \sum_{m=1}^{M} y_m(t).
\]  

(37)

Then, from the addition rule for cumulants, the TCF for \( x(t) \) is the sum of TCFs for \( \{ y_m(t) \} \),

\[
C_x(t, \tau_n) = \sum_{m=1}^{M} C_{y_m}(t, \tau_n).
\]  

(38)

Thus, the pure \( n \)th-order sine waves in the lag products of each of \( y_m(t) \) add to form the pure \( n \)th-order sine waves in the lag product of \( x(t) \). The TMF does not obey this very useful cumulative relation.

To illustrate how (38) can be applied in practice, consider the situation where \( \{ y_m(t) \}_{m=1}^{M} \) represent \( M \) interfering signals that overlap in time and frequency, but which possess some distinct pure \( n \)th-order cycle frequencies, say \( \{ \beta_m \}_{m=1}^{M} \). Then it follows from (38) that

\[
C_x^\beta(\tau_n) = \sum_{m=1}^{M} C_{y_m}^\beta(\tau_n), \quad m = 1, 2, \ldots, M.
\]

This indicates that the presence or absence of each of the signals \( y_m(t) \) can be detected by measuring (estimating) the CTCFs of \( x(t) \) for the cycle frequencies \( \{ \beta_m \} \), and that parameters of each of the signals (on which these CTCFs depend) can be estimated. As illustrated in [1, 35, 39, 41, 46–50, and 100] for second order and in Section 8 for higher order, this signal-selectivity property can be exploited in numerous ways to accomplish noise-and-interference-tolerant signal detection and estimation.

As another application, let \( M = 2 \), \( y_1(t) \) be non-Gaussian, and \( y_2(t) \) be Gaussian. Then \( C_{y_2}(t, \tau_n) \equiv 0 \) for \( n \geq 3 \) and, from (37), we have

\[
C_x(t, \tau_n) = C_{y_1}(t, \tau_n), \quad n \geq 3,
\]
which indicates the detectability of $y_1(t)$ with no knowledge about $y_2(t)$ except that it is Gaussian.

### 2.5.2 Mathematical Properties

It can be shown that both the CTMF and the CTCF are sinusoidal jointly in the $n$ variables $\tau$:

$$C_x^0(\tau + 1) = C_x^0(\tau) e^{2\pi i \Delta \tau},$$

$$R_x^0(\tau + 1) = R_x^0(\tau) e^{2\pi i \Delta \tau}.$$  (39)

(40)

Hence, these functions are not absolutely integrable with respect to $\tau$. The periodicity of these functions suggests that we might reduce the dimension of these functions without loss of information. Reducing the dimension by one yields

$$\bar{C}_x^0(u) = C_x^0([u | 0]^1)_{\tau},$$

$$\bar{R}_x^0(u) = R_x^0([u | 0]^1)_{\tau},$$

(where $u = [u_1 \cdots u_{n-1}]^1$), which are not sinusoidal in general. The value of $C_x^0(\tau)_{\nu}$ ($R_x^0(\tau)_{\nu}$) for any $\tau$ can be obtained from the value of $C_x^0(u)_{\nu}$ ($R_x^0(u)_{\nu}$) by using (39) (40). This leads us to ask if these reduced-dimension (RD) functions are integrable. We shall show that the function $\bar{R}_x^0(u)$ (RD-CTMF) is not in general, whereas the function $\bar{C}_x^0(u)$ (RD-CTCF) is in general for time-series possessing an asymptotic independence property. That is, consider the arbitrary two-set partition $\tau = [\tau_0 \tau_1]$ and assume that the FOT density for the set of variables

$$x(t) \triangleq \{x(t + \tau_i)\}_{i=1}^T = [x_0(t) x_1(t)]$$

factors asymptotically:

$$f_{x(t)}(y) \rightarrow f_{x_0(t)}(y_0) f_{x_1(t)}(y_1) \quad \text{as } \tau_0 \rightarrow \infty,$$

where $\tau_0 \rightarrow \infty$ means that all of the elements of $\tau_0$ are tending to infinity. This asymptotic factorization implies that the TMF, which is a moment corresponding to the PDF $f_{x(t)}(\cdot)$, is asymptotically factorable as well,

$$\hat{E}[\{L_x(t, \tau)_n\}] = \hat{E}[\{L_x(t, \tau_0)_{\nu} L_x(t, \tau_1)_{\nu}\}]$$

$$\hat{E}[\{L_x(t, \tau_0)_{\nu}\}] \hat{E}[\{L_x(t, \tau_1)_{\nu}\}] \quad \text{as } \tau_0 \rightarrow \infty.$$  

Thus the CTCF is asymptotically zero

$$C_x(t, \tau) \rightarrow 0 \quad \text{as } \tau_0 \rightarrow \infty,$$

because of the independence property of cumulants (cf. Section 2.4.3), which implies that each CTCF is asymptotically zero. Generally, then, the CTCF is asymptotically zero as long as at least one of the $n$ lag values—say $\tau_n$—is fixed, since the set of variables associated with $L_x(t, \tau_0)_{\nu}$ is asymptotically independent of the set of variables associated with $L_x(t, \tau_1)_{\nu}$, where $\tau_0 = [\tau_1 \cdots \tau_{n-1}]^1$ and $\tau_1 = [\tau_n]$. On the other hand, the cyclic temporal moment becomes

$$\bar{R}_x^0(\tau)_{\nu} \rightarrow \{R_x(t, \tau_0)_{\nu} R_x(t, \tau_1)_{\nu} e^{-2\pi i \alpha \tau}\} \quad \text{as } \tau_0 \rightarrow \infty$$

$$= \sum_y \bar{R}_x^0(\tau_0)_{\nu} \bar{R}_x^0(\tau_1)_{\nu},$$

which is not necessarily zero. In fact, it is often nonzero.

If the rate of decay of the RD-CTCF is sufficiently large (e.g., $O(|\beta|^{-2})$), then $\bar{C}_x^0(u)_{\nu}$ is absolutely integrable and, therefore, Fourier transformable. The RDCTMF is not, in general, Fourier transformable except in a generalized sense that accommodates (products of) Dirac delta functions, because it does not in general decay as its arguments grow without bound, but rather it oscillates. We shall see in Section 3 that the Fourier transforms of the RD-CTCF and RD-CTMF can be very useful in characterizing a signal's higher-order statistical behavior in the frequency-domain. Before leaving the subject of temporal parameters, however, an example that illustrates the temporal parameters is presented.

### 2.6 Example: Sine Waves in Noise

Let $x(t)$ be the sum of two sinusoids in broadband noise

$$x(t) = s(t) + m(t)$$

$$= \sum_{j=1}^2 A_j \cos(2\pi g_j t + \theta_j) + m(t).$$

Since the sinusoids are statistically independent of the noise $m(t)$, the nth-order cumulant for $x(t)$ is

$$C_x(t, \tau)_{\nu} = C_s(t, \tau)_{\nu} + C_m(t, \tau)_{\nu}.$$

For $n = 1$, the TCF is given by

$$C_x(t, \tau)_{1} = R_x(t, \tau)_{1} = s(t + \tau) + \hat{E}[m(t + \tau)],$$

whereas for $n > 1$, $C_s(t, \tau)_{\nu}$ is identically zero. This is proven next.

It is sufficient to compute the nth-order TCF for the time-series that consists of only a single sine wave

$$y(t) = e^{i2\pi f t + \theta},$$

because if $y(t)$ consists of the sum of $M$ sine waves, then the nth-order TCF is the sum of the nth-order TCFs for each of the $M$ sine waves. This results from the fact

---

Footnote: *The reason for this particular choice of dimension reduction is made clear in Section 3.*
that a sine wave is statistically independent of every time-series, including itself [35] and, therefore, the addition rule for cumulants can be used. The first-order TCF for $y(t)$ is

$$C_y(t, \tau) = \mathbb{E}[y(t)] = y(t) + \tau \eta$$

$$= \delta^{(2)}(t) \xi(t) \xi(t+	au) \xi(\tau).$$

The second-order TCF is the second-order TMF with the product of first-order TMFs subtracted off,

$$C_y(t, \tau_2) = \mathbb{E}[y(t + \tau_2)y(t+	au_2)] - \mathbb{E}[y(t + \tau_2)] \mathbb{E}[y(t+	au_2)]$$

$$= \mathbb{E}[y(t + \tau_2)] \mathbb{E}[y(t+	au_2)] - \mathbb{E}[y(t + \tau_2)] \mathbb{E}[y(t+	au_2)]$$

$$= 0.$$

From (19), the $n$th-order TCF is given by

$$C_y(t, \tau_n) = R_y(t, \tau_n) - \sum_{p \neq 1} \prod_{j=1}^{p} C_y(t, \tau_{n_j}).$$

For $n = 3$, all the terms in the sum are zero except for the one that corresponds to $p = 3$ because the pure first- and second-order sine waves are equal to zero. Thus,

$$C_y(t, \tau_3) = R_y(t, \tau_3) - 3 \prod_{j=1}^{3} C_y(t, \tau_{j}).$$

$$= \mathbb{E}[y(t + \tau_3)] - 3 \mathbb{E}[y(t + \tau)]$$

$$= 0.$$

By induction,

$$C_y(t, \tau_n) = 0 \quad n \geq 2.$$

We can further conclude that the $n$th-order cumulant for any polyperiodic function $y(t)$ is zero for $n \geq 2$ because all such functions obey

$$\mathbb{E}[L_y(t, \tau_n)] = L_y(t, \tau_n).$$

Now, back to our example. For $n > 1$,

$$C_y(t, \tau_n) = C_n(t, \tau_n). \quad n > 1.$$

If $m(t)$ is Gaussian, then $C_n(t, \tau_n) = 0$ for $n > 2$. The nth-order moment $R_n(t, \tau_n)$ is difficult to compute by straightforward calculation, but it can be more easily computed by using the lower-order cumulants as in (33). Assuming that $m(t)$ is a zero-mean Gaussian signal, the third-order moment is given by

$$R_3(t, \tau) = \sum_{p \neq 1} \prod_{j=1}^{p} C_y(t, \tau_{n_j})$$

$$= C_n(t, \tau_1, \tau_3) s(t + \tau_3) + C_m(t, \tau_1, \tau_3) s(t + \tau)$$

$$+ C_m(t, \tau_2, \tau_3) s(t + \tau_1) + L_s(t, \tau).$$

If $m(t)$ is also stationary and white, then

$$C_n(t, \tau_1, \tau_2) = N_0 \delta(\tau_1 - \tau_2),$$

and

$$R_3(t, \tau) = N_0 [\delta(\tau_1 - \tau_2)s(t + \tau_3) + \delta(\tau_1 - \tau_3)s(t + \tau_2) + \delta(\tau_2 - \tau_3)s(t + \tau_1)] + L_s(t, \tau).$$

The impure third-order cycle frequencies for $x(t)$ for this $m(t)$ are $\pm 1, \pm 2, \pm 1, \pm 2, \pm 1, \pm 2$, and $\pm 1, \pm 2, \pm 3, \pm 1, \pm 2, \pm 3$ for any choices of $i, j, k \in \{1, 2\}$. There are no pure third-order cycle frequencies, which means that the set of impure cycle frequencies $\{\alpha\}$ is quite different from the set of pure cycle frequencies $\{\beta\}$. The CTMF for $\alpha = 3g_1$ is given by

$$R_3^{(3)}(t, \tau_3) = x(t, \tau_3)e^{-i2\pi 3g_1 \tau_3}$$

$$= \frac{A^3}{8} e^{i2\pi 3g_1 (\tau_1 + \tau_2 + \tau_3)}.$$

Alternatively, if the broadband noise $m(t)$ is a Gaussian polycyclostationary signal [35], then it will contribute its second-order cycle frequencies to the TMF in (41) by mixing with the cycle frequencies of $s(t)$ in the first three terms on the right side.

### 3 THE SPECTRAL PARAMETERS OF HOCS

The Fourier transform of $\mathbb{R}_n^x(u)$ is the power spectral density (PSD) of $x(t)$ and the Fourier transform of $\mathbb{C}_n^x(u)$ is the PSD of the centered version of $x(t)$ (this is the Wiener relation [116], cf. Section 4.2.1 and [35]). The Fourier transform of a symmetrized version of $\mathbb{R}_n^x(u)$ for nonzero $\alpha$ is the spectral correlation function (cycle spectral density function), and the Fourier transform of a symmetrized version of $\mathbb{C}_n^x(u)$ is the spectral correlation function for the time-series $x(t)$ with its first-order sine waves removed (this is the cyclic Wiener relation [35], cf. Section 4.2.1). Therefore, the spectral parameters of HOCS could be defined to be the Fourier transforms of $\mathbb{R}_n^x(u)$ and $\mathbb{C}_n^x(u)$, whenever such transforms exist. These transforms are indeed

$$\mathbb{R}_n^x(u) = \mathbb{E}[x(t)e^{-i \pi u n t}]$$

$$\mathbb{C}_n^x(u) = \mathbb{E}[x(t) + u/2)e^{-i \pi u n t}]$$
the central spectral parameters of the theory of HOCS, but it is more natural to derive them from a consideration of spectral moments and spectral cumulants; that is, from limiting versions (as bandwidth approaches zero) of moments and cumulants of narrowband spectral components of \( x(t) \), and then to show that they can be characterized as Fourier transforms of temporal moments and cumulants.

3.1 Moments

It is assumed that \( x(t) \) is absolutely integrable on finite intervals. We consider the complex envelope of the spectral component of a segment of \( x(u) \) that is centered at \( t \) and has width \( T \):

\[
X_T(t, f) = \int_{-T/2}^{+T/2} x(u) e^{-j2\pi fu} \, du.
\]

(43)

The temporal moment of the set of \( n \) variables \( \{X_T(t, f_j)\}_{j=1}^n \) is defined by\(^7\)

\[
S_{xT}(f) \triangleq \left\{ \sum_{j=1}^{n} X_T(t, f_j) \right\}^t, \quad f \triangleq [f_1 \cdots f_n]^t
\]

\[
= \lim_{T \to \infty} \frac{1}{Z} \int_{-Z/2}^{Z/2} \prod_{j=1}^{n} X_T(t, f_j) \, dt,
\]

(44)

and is assumed for the time being to exist. If the integration time \( T \) in (43) is now allowed to tend to infinity in (45), the spectral moment function (SMF)

\[
S_x(f) \triangleq \lim_{T \to \infty} S_{xT}(f)
\]

\[
= \lim_{T \to \infty} \lim_{Z \to \infty} \frac{1}{Z} \int_{-Z/2}^{Z/2} \prod_{j=1}^{n} X_T(t, f_j) \, dt
\]

(45)

is obtained. However, this limit exists only in a generalized sense that accommodates products of Dirac deltas (impulse functions). We shall see that Dirac deltas can be avoided by working with the cumulant counterpart of this moment.

To see that the SMF (46) is composed of products of impulse functions, we proceed as follows. The function (45) can be expressed in terms of the CTMF as follows

\[
S_{xT}(f) = \left\{ \int_{-T/2}^{+T/2} \prod_{j=1}^{n} x(t + u_j) e^{-j2\pi f_j(t + u_j)} \, du \right\}
\]

\[
= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} w_T(u) \, R_x^{\infty}(u) \, e^{-j2\pi f^t u} \, du,
\]

(46)

where

\[
\alpha_0 \triangleq \sum_{j=1}^{n} f_j = f^t 1,
\]

\[
w_T(u) \triangleq \prod_{j=1}^{n} \text{rect}(u_j/T),
\]

\[
\text{rect}(t) \triangleq \begin{cases} 
1, & |t| \leq 1/2, \\
0, & |t| > 1/2.
\end{cases}
\]

Thus, \( S_{xT}(f) \) is nonzero only if the sum \( \alpha_0 \) of the frequencies is equal to an impure \( \pi \)-th order cycle frequency \( \alpha \) of \( x(t) \). Now, assuming that \( R_x^{\infty}(u) \) is absolutely integrable on the hypercube of size \( T \) on a side, we see that the Fourier transform (47) exists and that (45) therefore exists. Assuming for the time being that \( R_x^{\infty}(u) \) is Fourier transformable on the entire space

\[
S_x(f) \triangleq \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} R_x^{\infty}(\tau) e^{-j2\pi f^t \tau} \, d\tau
\]

(47)

(46) yields

\[
S_{xT}(f) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} S_x(f - g) \prod_{k=1}^{n} T \sin(\delta(g_k T)) \, dg,
\]

where

\[
\sin(f) \triangleq \frac{\sin(\pi f)}{\pi f}.
\]

Thus, the finite-time spectral moment \( S_{xT}(f) \) converges to

\[
S_x(f) = \lim_{T \to \infty} S_{xT}(f) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} S_x(f - g) \prod_{k=1}^{n} \delta(g_k) \, dg
\]

(45)

where \( \delta(\cdot) \) is the Dirac delta. Let us investigate this hypothetical Fourier transform (47). Using the fact that \( R_x^{\infty}(\tau) \) is sinusoidal in the translation variables (cf. (40)), it can be shown, formally, that

\[
S_x(f) = \tilde{S}_x(f), \delta(f^t 1 - \alpha), \quad f^t \triangleq [f_1 \cdots f_{n-1}]^t
\]

(49)

where \( \tilde{S}_x(f) \) is the Fourier transform of the RD-CTMF

\[
\tilde{S}_x(f) \triangleq \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \tilde{R}_x(u) \, e^{-j2\pi f^t u} \, du.
\]

(50)

Thus, we have the formal result

\[
S_x(f) = \begin{cases} 
\tilde{S}_x(f), & f^t 1 - \alpha, \\
0, & f^t 1 \neq \alpha.
\end{cases}
\]

(51)

\(^7\)It would be more consistent to use \( \bar{E}^{[n]} \{ \cdot \} \) in place of \( \{ \cdot \} \) in the definition of \( S_{xT}(f) \), but it is easy to show that these two operations lead to the same function (45). Thus, we start with the time-average operator \( \{ \cdot \} \).
for all cycle frequencies \( \alpha \) of \( x(t) \). The SMF can, therefore, be reexpressed as
\[
S_x(f)_n = \sum_{\alpha} \tilde{S}_x^\alpha(f)_n \delta(f+1-\alpha),
\]
(52)
which reveals that the SMF is a sum of components with impulsive factors. Moreover, it is shown in the next section that \( \tilde{S}_x^\alpha(f)_n \) can also be a sum of components with impulsive factors and even products of impulses. Thus, neither the SMF nor the reduced-dimension SMF (RD-SMF) (50) are well-behaved functions.

3.2 Cumulants

The spectral cumulant function (SCF) is better behaved than the SMF. To establish this fact, we proceed in a manner analogous to that used for the SMF to obtain a characterization of the SCF in terms of the Fourier transform of the RD-CTCF. The simple cumulant of the variables \( \{X_T(t, f_j)\}_{t=1}^p \) is given by
\[
P_x(f)_n = \text{Cumulant} \left\{ X_T(t, f_j) \right\}_{t=1}^p \Delta \sum_{P_n} \left[ (-1)^{p-1} (p - 1)! \prod_{j=1}^p \tilde{S}_x(f_j)_n \right].
\]
(53)
This function is well defined for finite \( T \) since each moment \( \tilde{S}_x(\cdot) \) is finite. The spectral cumulant function is defined to be the limit
\[
P_x(f)_n \Delta \lim_{T \to \infty} P_x(f)_n.
\]
(54)
Equation (47) can be used to reexpress \( P_x(f)_n \) in terms of lower-order CTCFs:
\[
P_x(f)_n = \sum_{P_n} k(p) \left[ \prod_{j=1}^p \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w_T(\nu_j)_n R_x^{\nu_j}_n(\nu_j)_n e^{-i2\pi f_n \nu_j} d\nu_j \right],
\]
where \( k(p) \Delta (-1)^{p-1} (p - 1)! \) and
\[
\alpha_j \Delta \sum_{k \neq j} f_k.
\]
From this expression we see that if for every partition in the set \( P_n \) (except that for \( p = 1 \), there is some \( \alpha_j \) that is not a cycle frequency of order \( n_j = |\nu_j| \), then the function \( P_x(f)_n \) is equal to the function \( S_x(f)_n \). If there is at least one partition such that all the \( \alpha_j \) for that partition are cycle frequencies of order \( n_j \), then the function \( P_x(f)_n \) differs from \( S_x(f)_n \). This is important when considering methods for measuring \( P_x(f)_n \), as in Section 7.
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The function \( P_x(f)_n \) can be expressed more compactly as
\[
P_x(f)_n = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \sum_{P_n} k(p) \left[ \prod_{j=1}^p w_T(\nu_j)_n R_x^{\nu_j}_n(\nu_j)_n \right] e^{-i2\pi f_n \nu} d\nu.
\]
(55)
By using (47), it can be shown that this last expression is equivalent to the Fourier transform of the CTCF on a hypercube of size \( T \) on a side:
\[
P_x(f)_n = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} w_T(\nu)_n C_x^{\nu}_n(\nu)_n e^{-i2\pi f_n \nu} d\nu.
\]
(56)
By analogy with the preceding argument for the SMF, the SCF is given by
\[
P_x(f)_n = \sum_{\beta} \tilde{P}_x^{\beta}(f)_n \delta(f+1-\beta),
\]
(57)
where
\[
\tilde{P}_x^{\beta}(f)_n \Delta \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \tilde{C}_x^{\beta}(\nu)_n e^{-i2\pi f_n \nu} d\nu.
\]
(58)
is defined to be the cyclic polyspectrum (CP). The transform (58) does exist (in the strict sense that excludes Dirac deltas) in general for time-series with asymptotically independent variables such that the reduced-dimension CTCF decays sufficiently rapidly in all directions so that \( \tilde{C}_x^{\beta}(\nu)_n \) is absolutely integrable and, hence, Fourier transformable (cf. Section 2.5.2).

It is now easy to show that the RD-SMF \( \tilde{S}_x^\alpha(f)_n \) can itself contain impulses. The decomposition of this function in terms of lower-order CTCFs can be obtained by computing the Fourier coefficient of the TMF given in (33):
\[
R_x^{\nu_j}(\tau)_n = C_x^{\nu_j}(\tau)_n + \sum_{P_n} \sum_{\beta \neq 0} \sum_{j=1}^p \tilde{C}_x^{\beta}(\tau)_n \delta(1f_j - \beta_j).
\]
(59)
Setting \( \tau = [u \ 0] \) and Fourier transforming in \( u \) yields
\[
\tilde{S}_x^\alpha(f)_n = \tilde{P}_x^\alpha(f)_n + \sum_{P_n} \left[ \sum_{\beta \neq 0} \tilde{P}_x^{\beta}(f_j)_n \prod_{j=1}^p \tilde{P}_x^{\beta}(f_j)_n \delta(1f_j - \beta_j) \right]
\]
(60)
where it is assumed that the partitions in (59) are ordered so that \( \nu_p \) always contains \( n \). In (60), each coefficient \( \tilde{P}_x^{\beta}(\cdot) \) is well behaved so that there are no hidden impulse functions on the right-hand side. For the case in which there is no cyclostationarity of order less than \( n \) associated with \( \{x(t+\tau_j)\}_{\tau_j=1}^n \), the sum over \( P_n \) in (60) is zero for
nonzero values of $\alpha$. If $x(t)$ exhibits cyclostationarity of order less than $n$ such that there is at least one $\beta$ such that $\beta^\top 1 = \alpha$, then the sum cannot be identically zero as a function of $f'$. Since it is known that $\tilde{P}_{\alpha}(f')$ is well behaved (contains no impulses), then the RD-SMF must contain impulses or products of impulses and, therefore, so must the SMF.

Because of the characterization (57) of the SCF, we see that the SCF is nonzero only on the hyperplanes specified by $f^\top 1 = \beta$, where $\beta$ is a pure $n$th-order cycle frequency of the time-series $x(t)$.

In this section we have shown that the CP is, in general, the only well-behaved spectral function in the theory of HOCs. The SMF and its reduced-dimension version $\tilde{\delta}_{\alpha}^n(f')_n$ in general contain products of impulses and are, therefore, not well-behaved functions. However, in the special case where the lowest order of cyclostationarity of $x(t)$ is $n$, the impure $n$th-order sine waves (with strengths given by the CTMFs) are identical to the pure $n$th-order sine waves (CTCFs) for nonzero $\alpha$ and, as a result, the $n$th-order SCF is identical to the $n$th-order SMF, which results in equality between the CP and the RD-SMF. In addition, there can be many values of the frequency vector $f'$ for which the RD-SMF and the CP are equal even when $x(t)$ exhibits lower-order cyclostationarity. For these $f'$, the CP can be measured by measuring the RD-SMF. This is explained more fully in Section 7.

3.3 Example: Sine Waves in Noise

We reconsider the example of Section 2.6. The third-order RD-SMF for the signal consisting of two sinusoids in noise,

$$x(t) = \sum_{j=1}^{2} A_j \cos(2\pi g_j t + \theta_j) + m(t)$$

$$= x(t) + m(t),$$

for $\alpha = 3g_1$ is given by the Fourier transform of the RD-CTMF

$$\tilde{R}_{\alpha}^n(u)_3 = \frac{A_1^3}{8} e^{i(2\pi g_1 u_1 + u_2) + 3\theta_1}$$

obtained by setting $\tau_3 = 0$ in (42). This Fourier transform is

$$\tilde{\delta}_{\alpha}^n(f')_3 = \frac{A_1^3}{8} e^{i3\theta_1} \delta(f_1 - 3g_1) \delta(f_2 - 3g_1)$$

which demonstrates that the RD-SMF can be multiply impulsive. For Gaussian $m(t)$, the $n$th-order CP for $x(t)$ is identically zero for $n > 2$. If $m(t)$ is not Gaussian, then

$$\tilde{P}_{\alpha}^n(f')_n = \tilde{P}_{m}^n(f')_n, \quad n \geq 2,$$

which must be nonzero for some $\beta$ and $n$.

4 DISCUSSION

4.1 Utility of the Theory

The theory of HOCs and, in particular, the theory of temporal and spectral cumulants, is expected to be useful because it possesses the following attributes:

1. It characterizes the sine-wave components present in the output of nonlinear transformations (both with and without memory) of polycyclostationary signals.
2. It characterizes the statistical dependence between the amplitude and phase fluctuations in distinct spectral bands, which can be useful for polyperiodically time-variant nonlinear filtering.
3. The cyclic cumulants and cyclic polyspectra are signal selective in the same way that the second-order parameters, the cyclic autocorrelation and cyclic spectrum, are signal selective.
4. The cyclic parameters depend (explicitly in some cases) on the phases or timing references of the signal (for example, carrier phase and/or clock timing).
5. The cyclic cumulants and polyspectra are well-behaved mathematical quantities for signal models that are physically appropriate.

The theory is expected to be useful in the following specific ways:

1. Design and analysis of detection and parameter estimation algorithms for polycyclostationary signals with weak or nonexistent second-order polycyclostationarity (cf. Section 8).
2. Performance analysis of any detector, estimator, or other signal processor that operates nonlinearly on a polycyclostationary signal.
3. Study of the effects of unintentional or unavoidable nonlinearities in system elements on polycyclostationary signals.
5. Modulation classification and recognition based on frequencies of generable sine-wave and the orders at which the sine waves occur (cf. Section 8).

4.2 Special Cases of the Parameters

4.2.1 HOCs, the Cyclic Spectrum, and the Power Spectrum

In this section we examine the relationship between the parameters of HOCs for $n = 2$ and the well-established parameters of second-order polycyclostationarity (SOCS), which include the (nonprobabilistic) autocorrelation and power spectrum as special cases.
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The autocorrelation function for a real time-series \( x(t) \) is defined to be

\[
R_x(\tau) \triangleq \langle x(t + \tau/2)x(t - \tau/2) \rangle,
\]

which is obtained by using the time-averaging operation \( \langle \cdot \rangle \), that is,

\[
R_x(\tau) = \overline{E^{[0]}(x(t + \tau/2)x(t - \tau/2))}.
\]

This function does not in general describe the second-order polycyclostationarity (if any exists) of \( x(t) \). To do that we need to use the sine-wave extraction operator to obtain the second-order TMF for \( \tau_1 = \tau/2 \) and \( \tau_2 = -\tau/2 \),

\[
R_x(t, \tau) = \overline{E^{[0]}(x(t + \tau/2)x(t - \tau/2))}.
\]

For a stationary time-series, (61) and (62) are identical, but for a polycyclostationary time-series we have

\[
R_x(t, \tau) = \sum_{\alpha} R_x^{\alpha}(\tau)e^{i2\pi\alpha t}
\]

where

\[
R_x^{\alpha}(\tau) \triangleq \langle x(t + \tau/2)x(t - \tau/2)e^{-i2\pi\alpha t} \rangle
\]

and, therefore, \( R_x(\tau) = R_x^{0}(\tau) \). Equations (63) and (64) define the central time-domain parameters of SOCS for real time-series [35]. The function (64) is called the cyclic autocorrelation function. We can easily relate the cyclic autocorrelation function to the RD-CTMF for \( n = 2 \). Since

\[
\tilde{R}_x^{\alpha}(u_2) = \langle x(t + u)x(t)e^{-i2\pi\alpha t} \rangle
\]

\[
= \langle (t + u/2)x(t - u/2)e^{-i2\pi\alpha t} \rangle e^{iu},
\]

then the RD-CTMF for \( n = 2 \) is related to the cyclic autocorrelation by a sinusoidal factor:

\[
\tilde{R}_x^{\alpha}(u_2) = R_x^{\alpha}(u)e^{iu}.
\]

The spectral correlation function or cyclic spectrum is the limit as the bandwidth tends to zero \( (T \rightarrow \infty) \) of the time-averaged product of spectral components with approximate bandwidth \( 1/T \) and frequency separation \( \alpha \):

\[
S_x^{\alpha}(f) = \lim_{T \rightarrow \infty} \left\{ \frac{1}{T} \overline{X_T(t, f + \alpha/2)X_T^*(t, f - \alpha/2)} \right\}.
\]

This function is the Fourier transform of the cyclic autocorrelation function (64),

\[
S_x^{\alpha}(f) = \int_{-\infty}^{\infty} R_x^{\alpha}(\tau)e^{-i2\pi\alpha t} d\tau.
\]

The relation (67) is the cyclic Wiener relation, and it reduces to the Wiener relation between the power spectrum and the autocorrelation for \( \alpha = 0 \),

\[
S_0^{0}(f) = \int_{-\infty}^{\infty} R_0^{0}(\tau)e^{-i2\pi\tau} d\tau.
\]

Combining (50), (65), and (67) yields

\[
\tilde{S}_x^{\alpha}(f')_2 = \int_{-\infty}^{\infty} \tilde{R}_x^{\alpha}(u_2)e^{-i2\pi f'u} du
\]

\[
= \int_{-\infty}^{\infty} R_x^{\alpha}(u)e^{iu}e^{-i2\pi f'u} du
\]

\[
= S_x^{\alpha}(f' - \alpha/2),
\]

which implies that the Fourier transform of the RD-CTMF, \( \tilde{S}_x^{\alpha}(f')_2 \), is related to the cyclic spectrum by a frequency shift of \( \alpha/2 \). Note that the function \( \tilde{S}_x^{\alpha}(f')_2 \) can contain impulses that are due to the first-order sine-wave components contained in the data \( x(t) \). In the development of the theory of SOCS, it is most natural to assume that the data does not contain such finite-strength additive sine waves. In this case, the moments and cumulants are equal, and \( \tilde{S}_x^{\alpha}(f')_2 \) does not contain impulses,

\[
\tilde{R}_x^{\alpha}(u_2) = C_x^{\alpha}(u_2),
\]

\[
\tilde{P}_x^{\alpha}(f')_2 = \tilde{S}_x^{\alpha}(f' - \alpha/2)
\]

Thus, in this special case, the CP is equal to the shifted cyclic spectrum, and the CP for \( \alpha = 0 \) is equal to the PSD, \( P_x^{0}(f')_2 = S_0^{0}(f') \). We conclude that the parameters of HOCS that are defined in this paper are consistent (to within a frequency shift) with the previously developed second-order parameters for polycyclostationary time-series, and are consistent with the notions of autocorrelation and power spectrum and are therefore properly referred to as generalizations of the second-order parameters. The same can be said of the parameters of HOCS and SOCS generalized from real time-series to complex time-series as done in Section 5.1 for HOCS and in [35] for SOCS.

4.2.2 HOCS and Higher-Order Stationarity

A signal is called kth-order stationary (in the wide sense, cf. Chapter 1) if its nth-order moments (stochastic or FOT) for \( n = 1, \cdots, k \) are translation invariant. Such signals, within the stochastic-process framework, are the subject of the literature on higher-order statistics [81, 83]. The cyclic powerspectrum for such signals is zero except for \( \beta = 0 \). Thus, the stochastic (FOT) HOCS parameters of an nth-order stationary signal match those of stochastic (FOT) higher-order statistics. But, there is not, in general, a match between the same types of statistics from the two different frameworks (cf. Chapter 1).
Consider a zero-mean polycyclostationary ergodic stochastic process $X(t)$. If we compute the theoretical FOT power spectrum for a sample path of the process and the theoretical stochastic power spectrum for the stationarized stochastic process obtained by phase randomizing (cf. Chapter 1), then we get the same function provided that the phase randomization is done properly [36]. But the phase-randomized process is not cycloergodic. In other words, it is possible for a polycyclostationary time-series to be a sample path of a stationary stochastic process: if the power spectrum is the only quantity of interest, this modelling discrepancy is not apparent. This is so simply because of ergodicity: The $\alpha = 0$ component in the FOT second-order moment (63)

$$R_x(t, \tau) = \sum_{\alpha} R_x^{\alpha}(\tau) e^{i2\pi \alpha t}$$  \hspace{1cm} (70)

must be equal (with probability one) to the stochastic second-order moment $R_x(\tau)$:

$$R_x^{\alpha}(\tau) = R_x(\tau) = E[X(t + \tau/2)X(t - \tau/2)].$$

This actually occurs often in the literature on communications theory. Because of this correspondence, the $\alpha = 0$ component in (70) is sometimes referred to as the "stationary component" of the second-order moment.

Can this be generalized to higher-orders? What is the interpretation of the $\alpha = 0$ component of the $n$th-order TMF (12) or the $\beta = 0$ component of the $n$th-order TCF (34)? The answer is that neither can be interpreted as a stationary component because the $\alpha = 0$ and $\beta = 0$ components of the moment and cumulant, respectively, are not in general equal to the moments and cumulants of a stationarized process. This is a result of the fact that each of these quantities depends explicitly on lower-order cyclic moments and/or cumulants (cf. (36) with $\beta = 0$). This is demonstrated in Section 7.

The relationships between all the parameters of higher-order cyclostationarity are shown graphically in Fig. 1. In this figure, the labels on the lines represent functional relationships between the quantities at the arrowheads. The portions of the figure that correspond to the special cases of second-order stationarity, second-order cyclostationarity, and higher-order stationarity are as indicated in the figure caption.

5 DEVELOPMENT OF THE THEORY

5.1 Complex Time-Series

To allow for arbitrary conjugations in the lag product of a complex-valued time-series $x(t)$, we use the following notation

$$L_x(t, \tau) = \prod_{j=1}^{n} x_j(t + \tau_j),$$ \hspace{1cm} (71)

where $(*)_j$ is either a conjugation $*$ or nothing, that is, $(*)_j$ is an optional conjugation of the $j$th factor $x(t + \tau_j)$. For each of the $2^n$ different choices of conjugations in (71) we define the CTMF by

$$R_x^{\alpha}(\tau)_n \overset{\Delta}{=} \{L_x(t, \tau)_n e^{i2\pi \alpha t}\},$$

and its reduced-dimension counterpart by

$$\tilde{R}_x^{\alpha}(u)_n \overset{\Delta}{=} R_x^{\alpha}(\tau)_n, \hspace{0.5cm} \tau = [u 0],$$

as in Section 2 for real time-series.
In general, the $2^n$ functions $R^g_n(\tau_n)$ are distinct. This is immediately clear in the case of $n = 2$, where we have the functions

\[
R^g_1(\tau_2) = (x(t + \tau_1)x(t + \tau_2)e^{-j2\pi\eta t}),
\]
\[
R^g_2(\tau_2) = (x(t + \tau_1)x(t + \tau_2)e^{-j2\pi\eta t}),
\]
\[
R^g_3(\tau_2) = (x(t + \tau_1)x^*(t + \tau_2)e^{-j2\pi\eta t}),
\]
\[
R^g_4(\tau_2) = (x^*(t + \tau_1)x(t + \tau_2)e^{-j2\pi\eta t}).
\]

For real time-series these four functions are equivalent provided that $\eta = \alpha$. For complex time-series they are not, and instead the following relations hold:

\[
R^g_1(\tau_1, \tau_2) = R^g_2(\tau_1, \tau_2)
\]
\[
R^g_3(\tau_1, \tau_2) = R^g_4(\tau_1, \tau_2).
\]

For certain complex-valued signal types and values of $n$, the cycle frequency sets that are associated with each choice of conjugation are distinct, as illustrated in [35] for the case of $n = 2$.

For an arbitrary collection of time-series translates $\{y_j(t + \tau_j)\}_{j=1}^n$, the cross (joint) CTMF is defined by

\[
R^g_n(\tau_n) = \left( \prod_{j=1}^n y_j(t + \tau_j)e^{-j2\pi\alpha t} \right),
\]

and the cross SMF is defined by

\[
S_n(\mathbf{f})_n = \lim_{T \to \infty} \left( \prod_{j=1}^n Y_j(\tau, \mathbf{f}_j) \right).
\]

We know from Section 3 that (73) can be nonzero only if $f^1 = \alpha$, where $\alpha$ is an impure $n$th-order cycle frequency of $\{y_j(t + \tau_j)\}_{j=1}^n$ (i.e., (72) is not identically zero as a function of $\tau$ for this $\alpha$), in which case (73) is the $n$-dimensional Fourier transform of (72).

For the choice of $y_j(t + \tau_j) = x^{(j)}(t + \tau_j)$, the following is obtained,

\[
Y_j(\tau, \mathbf{f}) = \int_{-\tau/2}^{\tau/2} x^{(j)}(u)e^{-j2\pi f_j u} du
\]

\[
= \int_{-\tau/2}^{\tau/2} x(u)e^{-j2\pi (-) f_j u} du
\]

\[
= X^{(j)}(\tau, (-) f_j),
\]

where $(-) f_j$ is the optional minus sign associated with the optional conjugation $(\cdot)^*$. So, the SMF for $\{y_j(t + \tau_j)\}$ can be expressed in terms of $X(\cdot, \cdot)$ by

\[
S_n(\mathbf{f})_n = \lim_{T \to \infty} \left( \prod_{j=1}^n X^{(j)}(\tau, (-) f_j) \right),
\]

which is nonzero for $f^1 = \alpha$. The RD-CTCF can be constructed in the same manner as in Section 2 for real time-series, that is, by combining lower-order CTFMs. The CP is the $(n - 1)$-dimensional Fourier transform of the RD-CTCF, and is nonzero only for $f^1 = \beta$ where $\beta$ is a pure $n$th-order cycle frequency for $\{x^{(j)}(t + \tau_j)\}_{j=1}^n$. Just as in the case of the SMF (74), the SCF can be thought of as the limit (as $T \to \infty$) of the joint simple cumulant of the set $\{Y_j\}^m_{j=1}$. Thus, the CP for the set $\{x^{(j)}(t + \tau_j)\}_{j=1}^n$ is characterized by the limit (as $T \to \infty$) of the cumulant of the set $\{X^{(j)}(\tau, (-) f_j)\}_{j=1}^n$, analogous to the characterization for real time-series in Section 3.

5.2 Signal-Processing Operations

In this section we obtain input-output relations for the higher-order moments and cumulants of time-series subjected to the signal-processing operations of addition, multiplication, convolution, and periodic time-sampling. The derived relations can help in the calculation of higher-order parameters of modulated signals if such signals can be represented as a series of operations on a simpler signal, for which the higher-order parameters are known or are easily determined.

5.2.1 Addition

Let $z(t)$ be equal to the sum of two statistically independent time-series $x(t)$ and $y(t)$,

\[
z(t) = x(t) + y(t).
\]

In this case, the TCF for $z(t)$ is given by

\[
C_z(t, \tau) = C_x(t, \tau) + C_y(t, \tau),
\]

which implies that the CTCF is given by

\[
C^\phi_z(\tau) = C^\phi_x(\tau) + C^\phi_y(\tau),
\]

and the RD-CTCF is given by

\[
\tilde{C}_z^\phi(u) = \tilde{C}_x^\phi(u) + \tilde{C}_y^\phi(u).
\]

The CP is, therefore, given by

\[
\tilde{P}^\phi_z(f') = \tilde{P}^\phi_x(f') + \tilde{P}^\phi_y(f').
\]

No equally simple additive relations hold in general for the CTMF and SMF. The results (75)–(78) can be extended by induction to the case in which $z(t)$ consists of the sum of $M$ statistically independent time-series.

5.2.2 Product Modulation

Let the time-series $z(t)$ be the product of two statistically independent time-series $x(t)$ and $y(t)$

\[
z(t) = x(t)y(t).
\]
The statistical independence [35, 45] of $x(t)$ and $y(t)$ implies that

$$
\hat{E}^{[a]} \left\{ \prod_{j=1}^{n} x^{(e)}(t + \tau_j) \prod_{k=1}^{m} y^{(e)}(t + \nu_k) \right\} = \hat{E}^{[a]} \left\{ \prod_{j=1}^{n} x^{(e)}(t + \tau_j) \right\} \hat{E}^{[a]} \left\{ \prod_{k=1}^{m} y^{(e)}(t + \nu_k) \right\},
$$

for all values of $n, m, \tau, \nu$. The TMF (12) for $z(t)$ is simply

$$
R_z(t, \tau)_n = \hat{E}^{[a]} \left\{ \prod_{j=1}^{n} z^{(e)}(t + \tau_j) \right\} = \hat{E}^{[a]} \left\{ \prod_{j=1}^{n} x^{(e)}(t + \tau_j) y^{(e)}(t + \tau_j) \right\} = R_x(t, \tau)_n R_y(t, \tau)_n.
$$

Using (12), the TMF can be expressed in terms of CTMFs,

$$
R_z(t, \tau)_n = \sum_{\gamma} R_{x}^{\gamma}(\tau)_n e^{i2\pi \alpha t} = \sum_{\gamma} \sum_{\gamma'} R_{x}^{\gamma}(\tau)_n R_{y}^{\gamma'}(\tau)_n e^{i2\pi \gamma t},
$$

which implies that the CTMF for $[z(t + \tau_j)]^{p}_{j=1}$ is given by

$$
R_{z}^{\alpha}(\tau)_n = \left\{ R_{x}(t, \tau)_n e^{-i2\pi \alpha t} \right\} = \sum_{\gamma} R_{x}^{\gamma}(\tau)_n R_{x}^{\alpha-\gamma}(\tau)_n \sum_{\gamma'} R_{y}^{\gamma'}(\tau)_n R_{y}^{\alpha-\gamma'}(\tau)_n,
$$

which are discrete convolutions, where $\alpha - \eta$ is equal to an impure nth-order cycle frequency for $y(t)$ in (80), and $\alpha - \eta$ is equal to an impure nth-order cycle frequency for $x(t)$ in (80). The TCF and CTCF for $[z(t + \tau_j)]^{p}_{j=1}$ can be constructed by using (34), (36), and (80) or (81). The SMF can be obtained from (80) using the convolution theorem for the Fourier transform,

$$
S_{2}^{\alpha}(f)_n = \sum_{\gamma} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} S_{x}^{\alpha-\gamma}(f-g) S_{y}^{\gamma}(g) d g,
$$

which is a joint continuous and discrete convolution. No equally simple input-output relations hold for the CTCF and CP if both $x(t)$ and $y(t)$ are random. However, if one of these time-series is nonrandom (which in the FOT framework means it is constant, periodic, or polyperiodic [35, 45]), say $x(t)$, then its lag product is identically equal to its TMF:

$$
R_x(t, \tau)_n = \hat{E}^{[a]} \{ L_x(t, \tau)_n \} = L_x(t, \tau)_n.
$$

In this case, there is a simple formula for the temporal and spectral moments and cumulants for $z(t)$, which is obtained next. Expressing the TCF for $z(t)$ in terms of the TMFs for $x(t)$ and $y(t)$ yields

$$
C_z(t, \tau)_n = \sum_{p=1}^{p} \left[ (-1)^{p-1} (p - 1)! \prod_{j=1}^{p} R_x(t, \tau_{u_j}) \right] \left[ (-1)^{p-1} (p - 1)! \prod_{j=1}^{p} R_y(t, \tau_{v_j}) \right] = \sum_{p=1}^{p} \left[ (-1)^{p-1} (p - 1)! \prod_{j=1}^{p} R_x(t, \tau_{u_j}) \right] \left[ (-1)^{p-1} (p - 1)! \prod_{j=1}^{p} R_y(t, \tau_{v_j}) \right].
$$

Because $x(t)$ is nonrandom, the product of lower-order TMFs for $x(t)$ is equal to the nth-order TMF for $x(t)$ for every partition and can, therefore, be factored out of the sum, which leaves the cumulant of $y(t)$:

$$
C_z(t, \tau)_n = L_x(t, \tau)_n C_y(t, \tau)_n = R_x(t, \tau)_n C_y(t, \tau)_n.
$$

Thus, in the special case where $x(t)$ is nonrandom (polyperiodic), the formulas (80)–(81) hold with $R_z, \tilde{S}_z, R_y, \tilde{S}_y$ replaced by $C_z, \tilde{P}_z, C_y, \tilde{P}_y$, respectively.

### 5.2.3 Linear Time-Invariant Filtering

Let $z(t)$ be equal to a filtered version of $x(t)$,

$$
z(t) = \int_{-\infty}^{\infty} h(\lambda) x(t - \lambda) d\lambda,
$$

where the impulse-response function $h(\cdot)$ is assumed to be absolutely integrable. It is easy to show that the CTMF for $[z(t + \tau_j)]^{p}_{j=1}$ is given by

$$
R_{z}^{\alpha}(\tau)_n = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \left[ \prod_{j=1}^{p} H^{(e)}(\lambda_j) \right] R_{x}^{\alpha}(\tau - \lambda)_n d \lambda, \quad \lambda \triangleq [\lambda_1 \cdots \lambda_p]^T.
$$

Assuming that it exists, the spectral moment function can be obtained by using the convolution theorem for the Fourier transform,

$$
S_{z}(f)_n = \left[ \prod_{j=1}^{p} H^{(e)}((-1) f_j) \right] S_{x}(f)_n,
$$

where

$$
H(f) \triangleq \int_{-\infty}^{\infty} h(t) e^{-i2\pi f t} dt.
$$
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\[ \tilde{S}_n^\beta(f') = f'^n \sum_\gamma \left[ \sum_m x(m'1 f_s - \alpha + \gamma) \tilde{S}_n^\beta(f' - m' f_s) \right]. \]  

(85)

Because \( y(t) \) is periodic, the cumulant for \( \{z(t + \tau_j)\}_{j=1}^n \) is given by (cf. Section 5.2.2):

\[ C_n(t, \tau)_n = R_n(t, \tau)_n C_n(t, \tau)_n, \]

and therefore the analysis above for the RD-CTMF holds also for the RD-CTCF,

\[ \tilde{C}_n^\beta(u)_n = \sum_\gamma \tilde{C}_n^\gamma(u)_n \tilde{R}_n^\beta-\gamma(u)_n, \]

and for the CP,

\[ \tilde{P}_n^\beta(f') = f'^n \sum_\gamma \left[ \sum_m x(m'1 f_s - \beta + \gamma) \tilde{P}_n^\beta(f' - m' f_s) \right]. \]  

(86)

The formulas (85) and (86) show that there are two kinds of aliasing effects due to sampling: (i) frequency aliasing, which is due to the overlapping of images of the CP (RD-SMF) with the same cycle frequency that occurs when \( \gamma = \beta (\gamma = \alpha) \) in the sum and, (ii) cycle aliasing, which is due to the overlapping of images of the CP (RD-SMF) with cycle frequencies other than \( \beta (\alpha) \).

6 DIGITAL QUADRATURE-AMPLITUDE MODULATION

6.1 Cumulant Formulas for QAM

In this section, we present the higher-order parameters for real- and complex-valued pulse-amplitude-modulated (PAM) signals, which provide useful models for the classes of digital baseband and quadrature-amplitude-modulated (QAM) signals. The PAM time-series is given by

\[ x(t) = \sum_{m=-\infty}^{\infty} a_m p(t + m T_0 + t_0), \]  

(87)

where \( \{a_m\} \) is an independent and identically distributed (IID) symbol sequence, \( 1/T_0 \) is the symbol rate, \( t_0 \) is an unknown constant that represents the absolute timing of the waveform, and \( p(t) \) is the pulse function with Fourier transform given by \( P(f) \),

\[ P(f) = \int_{-\infty}^{\infty} p(t) e^{-2\pi f t} dt. \]

It is desired to calculate the CTCF and CP for \( \{x(t + \tau_j)\}_{j=1}^n \).

The higher-order cumulants for PAM time-series can be derived by using the results of Section 5. This derivation is sketched next. The cumulants for arbitrary
PAM signals can be derived from the cumulants for PAM signals that have rectangular pulses (or any other pulse with duration limited to an interval with length equal to the reciprocal of the symbol rate). These latter cumulants can be shown [110] to be given by

\[ C_\alpha(t, \tau)_n = \text{Cumulant}_n \{ x^{(\alpha)}(t + \tau_j) \}_{j=1}^n \]

\[ = C_{\alpha,n} \sum_{m=-\infty}^{\infty} \prod_{j=1}^{n} p(t + mT_0 + \tau_j), \tag{88} \]

where \( C_{\alpha,n} \) is the \( n \)-th order cumulant of the symbol sequence, and is given by

\[ C_{\alpha,n} = \sum_{k} \left[ (-1)^{n-1} (p - 1)^n \prod_{j=1}^{n} R_{\alpha,\gamma} \right], \]

in which

\[ R_{\alpha,\gamma} = \lim_{K \to \infty} \frac{1}{2K+1} \sum_{k=-K}^{K} \prod_{\ell \in v_j} a_{k}^{(\ell)}, \tag{89} \]

The RD-CTCF and CP follow directly from (88):

\[ \tilde{C}_\alpha^\beta(u)_n = \frac{C_{\alpha,n}}{T_0} \int_{-\infty}^{\infty} p(t) \prod_{j=1}^{n-1} p(t + u_j) e^{-2\pi i \beta t} dt e^{2\pi i \beta u}, \tag{90} \]

\[ \tilde{P}_\alpha^\beta(f)_n = \frac{C_{\alpha,n}}{T_0} P(\beta - 1/f) \prod_{j=1}^{n-1} P(f_j) e^{2\pi i \beta f}, \tag{91} \]

for \( \beta = k/T_0 \).

An arbitrary PAM time-series \( x(t) \) can be represented as a filtered product of an impulse train with a time-series \( a(t) \):

\[ x(t) = \sum_{m=-\infty}^{\infty} a_m p(t + mT_0 + t_0) \]

\[ = \left[ a(t) \sum_{m=-\infty}^{\infty} \delta(t + mT_0) \right] \otimes p(t + t_0) \]

\[ = y(t) \otimes p(t + t_0), \]

where \( \otimes \) represents the convolution operation, and \( a(t) \) is a rectangular-pulse PAM signal of the type just analyzed. The cyclic cumulants and cyclic polyspectra for \( y(t) \) can be determined by using the results of Section 5.2.4, and the results of Section 5.2.3 can then be applied to determine the effect of filtering on these cyclic parameters.

The CP for \( y(t) \) follows from (86):

\[ \tilde{P}_\alpha^\beta(f)_n = \frac{1}{T_0^n} \sum_{n} \left[ \sum_{m} \kappa(m^1/T_0 - \beta + \gamma') \tilde{P}_\alpha^\gamma(m' - m'/T_0) \right]. \tag{92} \]
For $n = 4$, the cumulant for the symbol variables is given by
\[ C_{a,4} = R_{a,4} - 3R_{a,2}^2 - 4R_{a,3}R_{a,1} + 12R_{a,2}^2 - 6R_{a,1}^2, \]
\[ = R_{a,4} - 3R_{a,2}^2 = -2, \]
where $R_{a,k}$ is given by
\[ R_{a,k} = \lim_{K \to \infty} \frac{1}{2K+1} \sum_{m=-K}^{K} d_m^k. \]
Thus, the fourth-order RD-CTCF is given by
\[ \tilde{C}_x^\beta(u)_4 = \frac{-2}{T_0} \int_{-\infty}^{\infty} \prod_{j=1}^{3} p(t) p(t+u_j)e^{-i2\pi \beta u} dt e^{i2\pi \beta u}. \]

The magnitude of this function for $u_3 = 0$ is shown in Figs. 2 and 3 for $\beta = 0$ and $\beta = 1/T_0$ for two different pulse shapes. The pulse shape for Fig. 2 is rectangular,
\[ p(t) = \begin{cases} 1, & |t| \leq T_0/2, \\ 0, & \text{otherwise}, \end{cases} \]
and the pulse shape for Fig. 3 is the inverse transform of the bandlimited pulse transform
\[ P(f) = \begin{cases} 1, & |f| \leq 1/2T_0, \\ 0, & |f| > 1/2T_0, \end{cases} \]
which is a $\sin(x)/x$ shaped pulse.

### 6.3 Complex-Valued PAM

Consider the complex PAM signal (87) with symbol constellation $\{\pm 1, \pm j\}$ (equally probable, and a pulse with transform given by (96). This is a model for the complex envelope of a bandwidth-efficient quaternary-phase-shift-keyed (QPSK) signal. This signal has no second-order cyclostationarity because for $n = 2$ and the choice of no conjugations (or for two conjugations) $C_{a,2} = 0$, and for the choice of one conjugation, $C_{a,2} = 1$. But because of (96), the RD-CTCF is zero:
\[ \int_{-\infty}^{\infty} p(t) P^*(f - \beta)e^{-i2\pi \beta u} df e^{i2\pi \beta u} = 0, \quad \beta = q/T_0, \quad q \neq 0. \]

Nevertheless, this PAM signal exhibits fourth-order cyclostationarity for two choices of conjugations. In the first case there are no conjugations and therefore
\[ C_{a,4} = R_{a,4} - 3R_{a,2}^2 - 4R_{a,3}R_{a,1} + 12R_{a,2}^2 - 6R_{a,1}^2, \]
\[ = R_{a,4} - 3R_{a,2}^2 = R_{a,4} = 1, \]

which implies that
\[ \tilde{C}_x^\beta(u)_4 = \frac{1}{T_0} \int_{-\infty}^{\infty} \prod_{j=1}^{3} p(t+u_j)e^{-i2\pi \beta t} dt e^{i2\pi \beta t}, \quad \beta = k/T_0. \]

In the second case, two variables are conjugated, that is, the set of variables under consideration is
\[ \{x(t + \tau_1) x(t + \tau_2) x^*(t + \tau_3) x^*(t + \tau_4)\}. \]

In this case, the cumulant for the symbol variables simplifies to $C_{a,4} = -1$, and the cumulant for the PAM time-series is given by
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The measurement problem as formulated here may be somewhat confusing because the ideal parameters to be measured are all mathematically derived from a single infinite-length time-series, whereas the more familiar estimation problem involves using a single finite-length data record to estimate an ideal parameter (e.g., a stochastic polyspectrum) of a stochastic process of which the single data record is assumed to be a sample path. The estimation methods described here can be viewed as the result of “backing off” from the limits that define the ideal parameters (e.g., FOT cyclic polyspectrum) and then manipulating the resulting expressions to derive various estimators.

Measurement of the polyspectrum for strictly stationary stochastic processes is considered in detail in [11, 94, 99, 122], and to some extent estimation of the cyclic polyspectrum is similar. Because a natural first step in constructing estimators for HOCS parameters is to generalize this work, especially if the stochastic-process framework is used, it is important to understand the estimation methods outlined in these references and to compare them with the methods that are natural in the time-average framework. To do this it is required to understand the conditions under which the RD-SMF is equal to the CP because the methods of [11, 94, 99] use estimates of the stochastic counterpart of the RD-SMF to estimate the stochastic polyspectrum. It should be emphasized that the objective is not to estimate the RD-SMF because it is generally impulsive and can contain products of impulses. However, it is desired to estimate the RD-SMF wherever it is equal to the CP, because it is the well-behaved CP that we are interested in.

The conditions for equality between the RD-SMF and the CP can be determined by expressing the RD-CTMF in terms of the RD-CTCF and lower-order CTMFs (cf. (36)),

\[ R_x^p(\tau)_n = C_x^p(\tau)_n - \sum_{p=1}^{P} \left[ (-1)^{p-1}(p-1)! \sum_{\alpha=1}^{\beta} \prod_{j=1}^{P} R_{x,j}^p(\tau_{\eta},\eta_j) \right], \]  

(97)

where \( \tau = [u_1 \ldots u_{n-1} 0] \), and Fourier transforming in the \( u_j \) variables to obtain \( S_x^p(f'\eta)_n \):

\[ S_x^p(f'\eta)_n = \tilde{C}_x^p(f'\eta)_n \]

(98)

where \( k(p) = (-1)^{p-1}(p-1)! \). To derive (98), it is assumed that the partition elements (members of \( P_n \)) are ordered such that \( v_p \) always contains \( n \) in (97), and (49) is used to transform each of the CTMFs in the products in the sum over \( P_n \) in (97), except for the one with reduced dimension (corresponding to the partition element \( v_p \)), for which (50) is used.

7 MEASUREMENT OF THE PARAMETERS OF HOCS

7.1 The Flavor of the Measurement Problem

The measurement of HOCS parameters from a single finite-length data record is considered in this section. This study is motivated by the need for such estimates that is demonstrated by the applications of the theory that are considered in Section 8.
It is clear that \( \tilde{\phi}^0(f') \) is equal to \( \tilde{P}^0_x(f') \) only if the sum over \( P_n \) in (98) is zero, which will happen if one or more of the impulse functions is zero (cf. (60)). This is the case for all \( f' \) except those that lie on a \( \beta \)-submanifold. \( \beta \)-Submanifolds are simply the \( f' \) vectors for which there is at least one partition with \( p > 1 \) for which there is at least one \( \alpha \) in (98) such that the argument of each associated impulse function is zero, in which case that impulse is nonzero. It is important to note that the function \( \tilde{\phi}^0(f') \) is not impulsive at a value of \( f' \) that lies on a \( \beta \)-submanifold unless all the lower-order coefficients \( \tilde{\phi}_x^0(f_{n\alpha}) \) of the impulses are themselves nonzero.

Note that if \( x(t) \) is strictly stationary, then the set of impure (and pure) \( m \)-th-order cycle frequencies is either the null set or \{0\} for each \( m \), and our condition for equality between the RD-SMF and CP (for \( \alpha = \beta = 0 \)) is that there does not exist any proper subset of \( f \) such that the frequencies in this subset sum to zero, which is exactly the condition stated in [99] for the equality of the stochastic RD-SMF and polyspectrum for a strictly stationary stochastic process.

The method of estimating the polyspectrum for strictly stationary processes that is proposed in [11, 99] is based on the higher-order periodogram defined by

\[
\tilde{I}^0_x(t, f') = \frac{1}{T} \int_{-T/2}^{T/2} x(t + \tau)e^{-j\tau f'} d\tau.
\]

The idea is to smooth this function over the \( n - 1 \) variables \( f' \) with an \((n - 1)\)-dimensional window \( W(f') \) while avoiding the inclusion of values of \( \tilde{I}^0_x(t, f') \) for \( f' \) that lie on a \( 0 \)-submanifold. It is shown in [99] that this method is asymptotically unbiased and consistent provided that the window function, which depends on the data-length \( T \) and on \( n \), satisfies certain conditions related to its rate of decay. This frequency-smoothing method is also presented in Priestley's book [94]. However, Priestley does not force the smoothing window to be zero on the 0-submanifolds. His single example of the method uses a zero-mean time-series and \( n = 3 \), in which case there are no 0-submanifolds to avoid.

In [10, 11, 56, 99], the measurement parameter \( T \) is coupled with the width of the window \( W(f') \). In the approaches for estimating the CP discussed in this paper, the width of the spectral smoothing window is a parameter that is decoupled from the data-length parameter \( T \). That is, in the methods for estimating the frequency-domain parameters of RD-SMF and CP, two independent measurement parameters are explicitly used: the frequency-smoothing window width \( \Delta f \) and the data length \( T \). This is consistent with the theory of second-order polycyclostationarity [35], and is appropriate because in actual measurement situations, the operator should be able to choose \( T \) and \( \Delta f \) independently, although \( T \Delta f \gg 1 \) is required to obtain a reliable estimate.

8The \( \beta \)-submanifolds can be defined by using the sum on the right-hand side of (60) as well. However, since cumulants are generally computed and estimated from moments, it is conceptually helpful to assume that the impure cycle frequencies—rather than the pure cycle frequencies—are known.

7.2 Time-Domain Parameters

Since the CTMF is the simplest of the parameters of HOCS and can be used to build the CTCF, which in turn can be used to compute the CP, we start by considering its estimator.

We are given the finite-length portion of a persistent time-series that has length \( T \) and center \( t \),

\[ x(u) : u \in [t - T/2, t + T/2]. \]

This segment of data can be expressed as

\[ x(u) \ rect \left[ \frac{u - t}{T} \right], \]

where

\[ \text{rect}(t) = \begin{cases} 1, & |t| \leq 1/2, \\ 0, & |t| > 1/2, \end{cases} \]

and the \( n \)-th order lag product for this segment is given by

\[ L_x(u, t, \tau) = \prod_{j=1}^{n} x(u + \tau_j) \ rect \left[ \frac{u + \tau_j - t}{T} \right]. \]

The estimator for the CTMF \( R_x^n(t, \tau) \) is simply

\[ R_x^n(t, \tau) = \frac{1}{T} \int_{-T/2}^{T/2} L_x(u, t, \tau) e^{-j2\pi au} du, \]

which can be expressed as

\[ R_x^n(t, \tau) = \frac{1}{T} \int_{t_0}^{t_0} \prod_{j=1}^{n} x^{(\alpha_j)}(u + \tau_j) e^{-j2\pi au} du, \]

where \( t_0 = t - T/2 - \min(t_j), t_u = T/2 - \max(t_j), \) and \( t_0 \geq t_u \). If \( t_0 < t_u \) the estimate is defined to be zero because in this case the delays are so widely separated that the shifted data segments do not overlap. The estimate (99) converges to the ideal CTMF,

\[ \lim_{T \to \infty} R_x^n(t, \tau) = R_x^n(t, \tau), \]

since \( R_x^n(t, \tau) \) is defined to be the pointwise limit of \( R_x^n(t, \tau) \). A detailed analysis of the temporal bias and variance of this estimator for arbitrary \( x(t) \) as functions of \( T \) is given in [110] (cf. [62] for the case of \( n = 2 \)).

The estimator for the CTCF is given by the combination of lower-order CTMF estimates that is specified by (36),

\[ C_x^n(t, \tau) = \sum_{P_n} (-1)^{p-1}(p-1)! \sum_{\alpha \beta} \prod_{j=1}^{p} R_x^n(t, \tau_{\alpha_j}), \]

(100)
where the second sum is over all vectors \( \alpha = [\alpha_1 \cdots \alpha_n]^T \) of cycle frequencies with orders \( n_1 \cdots n_n \) that sum to \( \beta : \alpha^T 1 = \beta \). Since each CTMF estimate converges to its ideal parameter, the following convergence (assuming that the possibly infinite but denumerable sum over \( \alpha \) can be interchanged with the limit) holds:

\[
\lim_{T \to \infty} C^\beta_{\text{CTMF}}(t, \tau)_n = C^\beta(t)_n.
\]

In order to construct the estimate (100), all impure lower-order cycle frequencies \( x(t) \) must be known or estimated; an algorithm for estimating these frequencies is described in Section 8. The CTMF estimator (99) converges pointwise in \( t \) to the CTMF (11) and, therefore, the CTCF estimator (100) converges pointwise to the CTCF (36) \([104, 105, 110]\). To estimate the RD-CTMF and RD-CTCF, we set \( \tau = [u_1 \cdots u_{n-1} 0] \) in (99) and (100), respectively.

### 7.3 Frequency-Domain Parameters

As explained in \([104, 110]\), the CP can be estimated by Fourier transforming a windowed estimate of the RD-CTCF:

\[
\tilde{P}^\beta_{\text{RD}}(t, f')_{1/\Delta f} = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} w_{1/\Delta f}(u) \tilde{C}^\beta_{\text{RD}}(t, u) e^{-i2\pi u f'} du.
\]

\[
w_{1/\Delta f}(u) = \prod_{j=1}^{n-1} \text{rect}(u_j/\Delta f).
\]

The multidimensional window \( w_{1/\Delta f}(u) \) can be replaced by any function with finite support in \((n-1)\)-dimensional Euclidean space such that its Fourier transform converges (formally) to a product of Dirac delta functions:

\[
\lim_{\Delta f \to 0} \mathcal{F}^{-1}[w_{1/\Delta f}(u)] = \prod_{j=1}^{n-1} \delta(f_j).
\]

The CP can also be estimated by first constructing the \( n \)-th-order cyclic periodogram

\[
P^\beta_{\text{CTMF}}(t, f')_n \triangleq \frac{1}{T} \mathbb{X}^\beta(t, f') \prod_{j=1}^{n-1} \mathbb{X}^\beta(t, f_j)
\]

\[
= \mathcal{F}^{n-1}[\tilde{P}^\beta_{\text{CTMF}}(t, u)_n],
\]

masking it by a special function \( Z^\beta(f') \), and then convolving with a multidimensional smoothing window:

\[
\tilde{P}^\beta_{\text{RD}}(t, f')_{1/\Delta f} = W_{1/\Delta f}(f') \otimes \left[ P^\beta_{\text{RD}}(t, f')_n Z^\beta(f') \right].
\]

In (102), \( Z^\beta(f') \) is equal to one everywhere except at those \( f' \) that lie on \( \beta \)-submanifolds, in which case it is equal to zero. The vector \( [g_1 \cdots g_n] \) for \( g_n = \beta - \sum_{j=1}^{n-1} g_j \),

lies on a \( \beta \)-submanifold if there is at least one partition \( \{j\}_j\in P_n \) with \( p > 1 \) such that each sum \( \alpha_k = \sum_{k \in P_j} g_k \) is an \( n \)-th-order cycle frequency of \( x(t) \) for the conjugations chosen. As mentioned previously, these \( \beta \)-submanifolds must be avoided in the convolution (102) because the smoothed \( n \)-th-order cyclic periodogram converges (formally) to the function \( \tilde{H}^\beta_n(f')_n \), which can contain multiple impulsive factors for values of \( f' \) that lie on \( \beta \)-submanifolds, but which, for all other \( f' \), is equal to the nonimpulsive function \( \tilde{P}^\beta_n(f')_n \). These impulses are avoided in the method (101) because the additive sine-wave components in the \( u \) variables of the RD-CTMF estimate \( \tilde{R}^\beta_{\text{RD}}(t, u)_n \) are removed in forming the RD-CTCF estimate \( \tilde{C}^\beta_{\text{RD}}(t, u)_n \), and it is these additive sine waves that give rise to the (smoothed) spectral lines in the transform \( P^\beta_{\text{RD}}(t, f')_n \) of \( \tilde{R}^\beta_{\text{RD}}(t, u)_n \).

There are several difficulties with this frequency-smoothing method. The first is that although the impulsive parts of the RD-SMF are avoided by the smoothing operation, there can be substantial leakage into nearby regions in \( f' \), which are exactly the regions used to compute the CP estimate for \( f' \) that are on the \( \beta \)-submanifolds. This can be seen by considering the simple case of \( n = 2 \). If the data contains additive finite-strength sine-wave components, then the spectrum will contain impulses. To estimate the continuous portion of the spectrum at a point where there is an impulse due to the discrete portion of the spectrum is problematic when using frequency smoothing because of leakage. This leakage problem is discussed further in Section 7.4, and is illustrated with numerical examples in Section 7.5. This leakage problem is not mentioned in \([10, 11, 54]\) for the case of stationary stochastic processes, nor in \([56]\) for the case of cyclostationary stochastic processes. In addition to the leakage problem, the frequency-smoothed cyclic periodogram method is computationally costlier than the Fourier transformed RD-CTCF method for \( n > 2 \) even when there are no \( \beta \)-submanifolds to avoid \([110]\).

Finally, the CP can be estimated for values of \( f' \) that do not lie on \( \beta \)-submanifolds by time-averaging the masked higher-order cyclic periodogram

\[
\tilde{P}^\beta_{\text{RD}}(t, f')_{1/\Delta f} = g_T(t) \otimes \left[ P^\beta_{\text{RD}}(t, f')_n Z^\beta(f') \right]
\]

where

\[
g_T(t) = \begin{cases} 1/T, & |t| \leq T/2, \\ 0, & \text{otherwise}. \end{cases}
\]

Unlike the frequency-smoothing method, the time-averaging method cannot produce estimates of the CP for frequencies \( f' \) that lie on \( \beta \)-submanifolds without modification. An example of such a modification to (103) is to compute estimates of the CP for values of \( f' \) that are near to the \( \beta \)-submanifolds, and then use interpolation to estimate the value of the CP for the \( f' \) that are on the \( \beta \)-submanifolds.

The three methods of estimating the CP are consistent \([110]\) in the sense that

\[
\lim_{\Delta f \to 0} \lim_{T \to \infty} \tilde{P}^\beta_{\text{RD}}(t, f')_{1/\Delta f} = \lim_{\Delta f \to 0} \lim_{T \to \infty} \tilde{P}^\beta_{\text{RD}}(t, f')_{1/\Delta f}.
\]
The estimators (101) and (102) are generalizations of estimators of the polyspectrum that were proposed by Brillinger and Rosenblatt [9–11, 99] from stationary signals to polycyclostationary signals. The three estimators of the CP presented in this section each reduce to a well-known estimator of the PSD for the case of \( n = 2 \) and zero-mean stationary signals. Specifically, (101) reduces to the Blackman-Tukey method (Fourier transformation of a tapered autocorrelation estimate), (102) reduces to the Wiener-Daniell method (frequency smoothening of the periodogram), and (103) reduces to the Bartlett-Welch method (time-averaging of the periodogram) [cf. Chapter 4 in 35]. Similarly, each of the estimators of the CP is a generalization of an estimator of the cyclic spectrum from second-order to higher-orders [Chapter 13 in 35].

7.4 Leakage from \( \beta \)-Submanifolds

As mentioned in the previous section, a leakage effect exists in the method (102) that is due to the smearing of the impulses on the\( \beta \)-submanifolds to neighboring regions off the \( \beta \)-submanifolds. To see this, the temporal mean of (102) is computed. From [110],

\[
\langle \hat{R}_\beta(t, u) \rangle = \hat{R}_\beta(u, u),
\]

where

\[
v_T(u) = \begin{cases} 
1 + u_0(u)/T, & |u_0(u)| \leq T \\
0, & \text{otherwise},
\end{cases}
\]

and

\[
u_0(u) = \min\{0, u_1, \ldots, u_{n-1}\} - \max\{0, u_1, \ldots, u_{n-1}\}.
\]

Using this to show that the temporal mean of (102) is given by the convolution

\[W_{\beta r}(f') \Theta \left[ \left( \hat{R}_{\beta}(f') \Theta V_T(f') \right) Z_{\beta}(f') \right],
\]

where \( Z_{\beta}(f') \) is the \((n-1)\)-dimensional Fourier transform of \( v_T(u) \). The effect of the convolution with \( V_T(f') \) is to smear the impulses in \( \hat{R}_{\beta}(f') \), thus producing spectral leakage into nearby regions, which cannot be removed by the masking function \( Z_{\beta}(f') \).

The method (101) also exhibits leakage when the CTMFs (11) are computed using an FFT algorithm, and the cycle frequencies \( \gamma_f \) are not "on bin center." This leakage can be substantially reduced by computing each CTMF by evaluating the FST (the Fourier series transform, which is like the DFT, but is a function of a continuous frequency variable) for every \( \gamma_f \) appearing in the sum in (100), but this can greatly increase the computational cost of the method [105, 110].

7.5 Numerical Examples

In this section several fourth-order CP measurements are displayed graphically for the purpose of illustrating the relative performances of the CP estimators (101), (102), and (103).

Higher-Order Statistics for Nonlinear Processing of Cyclostationary Signals

The signal of interest is a binary pulse-amplitude-modulated signal with keying period \( T_0 = 7T \) and IID symbols. Both rectangular keying pulses \( \text{rect}(t/T_0) \) and Nyquist-shaped pulses (96) are simulated. For the purposes of the simulations, only the second-order cycle frequencies \( k/T_0 \) for \( |k| \leq 3 \) were used to compute the lower-order CTMFs and find the \( \beta \)-submanifolds for the case of rectangular pulses because the higher harmonics \( (|k| > 3) \) produce relatively weak features and can, therefore, be neglected. For Nyquist pulses, the only lower-order cycle frequency is \( \alpha = 0 \) for \( n = 2 \). Neither signal has any cycle frequencies for odd values of the order \( n \).

The fourth-order CP for \( \beta = 0 \) and \( \beta = 1/T_0 \) was estimated for an observation interval length of 2048 samples using the following methods:

- **FS**: the frequency-smoothing method (102),
- **FT**: the Fourier-transformed RD-CTCF method (101) using FFTs to estimate the lower-order CTMFs,
- **FST**: the Fourier-transformed RD-CTCF (101) using the FST for estimating the lower-order CTMFs, and
- **TA**: the time-averaging method (103).

For the time-domain methods (FT and FST), the RD-CTCF was estimated on the cubic grid of integers \( u = [u_1, u_2, u_3] \in [-8, 7]^3 \), and then Fourier transformed. In the FS method, the spectral smoothing window width was set equal to 128 samples, and in the TA method, the block size was chosen to be 32 samples. Thus, each method uses approximately the same temporal and spectral resolution parameters, and can therefore be compared fairly.

Because computing the entire CP using (102) is relatively costly and is difficult to display, only two "slices" of the CP were estimated. The slices correspond to \( S_1 = \{0.0, 1/32, f\} \) for the case of rectangular pulses and \( S_2 = \{k/32, k = -16, \ldots, 15\} \).

The magnitude of the estimates is shown in Figs. 4–7. Generally speaking, the FST method delivers the best performance because it suffers the least from the aforementioned leakage effect. However, it is not the best method from a computational cost point of view [110]. All of the methods produce results that are reasonable approximations to the theoretical fourth-order CP.

7.6 Cycloergodicity and Measurement of Cumulants

We illustrate here the kind of error that can result from modelling a signal as a stationary stochastic process when the sample paths are actually polycyclostationary time-series, and then measuring higher-order parameters from a single sample path.
Specifically, we consider a zero-mean, noiseless binary PAM signal with rectangular pulses, $\beta = 0$, $T = 5127_0$, and $n = 4$. If the signal is thought of as stationary (e.g., by making the pulse timing parameter $\tilde{\tau}$ random and uniformly distributed over $[0, T_0]$ in the stochastic-process model, a stationary process is obtained [32]), and the theoretical RD-CTCF is computed, the following result is obtained:

$$
\tilde{C}_2^0 (u)_4 = \sum_{\tilde{\tau}_1} (-1)^{\tilde{p}-1} (p-1)! \prod_{j=1}^{p} R_{\tilde{\tau}_j} (0, 0) \quad \tilde{\tau}_1 = u_1, \tilde{\tau}_4 = 0. \quad (105)
$$
Hence, it is explicitly assumed that there are no lower-order sine waves associated with $x(t)$. A portion of an estimate corresponding to this cumulant formula is represented by a dotted line in Fig. 8. The oscillatory portion of the estimate does not die out for large $u$. This oscillation is due to the interaction of second-order sine waves that have not been subtracted out of the fourth-order moment term in (105). On the other hand, if the cyclostationarity of the sample path is recognized and, therefore, the second-order sine waves are taken into account, the following RD-CTCF is obtained:

$$
\hat{c}_{x}^{0}(u)_{k} = \sum_{\Delta} \left[ \sum_{\alpha=1}^{p} \left[ \sum_{\tau_{i} = u_{i}, \tau_{4} = 0} \prod_{\tau_{j} = u_{j}}^{p} R_{x}^{y}(\tau_{y})_{h_{j}} \right] \right].
$$

A portion of an estimate corresponding to this cumulant formula is represented by the solid line in Fig. 8. Note that both graphs are estimates obtained from the same data record. The CP estimates that correspond to the two different assumptions are shown in Fig. 9. The size of the peak in the curve obtained by assuming stationarity grows with collect length $T$ because this peak is due to the oscillatory portion of the RD-CTCF estimate, which does not die out with increasing $u$.

![Figure 8: The fourth-order RD-CTCF for a binary PAM signal under the assumptions of stationarity and cyclostationarity.](image)

Note that this phenomenon is not observed in the case of $n = 2$ because we typically consider zero-mean signals that do not contain finite-strength additive sine-wave components. Thus, the PSD estimates agree with the calculated formula based on a stationary stochastic model, even when the sample paths are polycyclostationary, because there are no lower-order sine waves to deal with (cf. Section 4). This example illustrates the fact that the theory of HOCS is important even in the case where cyclostationarity is not of direct interest.

8 APPLICATIONS

In general, the applications of the theory of HOCS are similar to those for the theory of SOCS and/or the theory of HOS, namely weak-signal detection, signal parameter estimation, signal waveform extraction, system identification and equalization, and array-based direction finding and blind-adaptive spatial filtering. The use of cyclic cumulants or cyclic polyspectra rather than conventional cumulants or polyspectra can be advantageous when the corrupting signals are not Gaussian (man-made signals are rarely Gaussian), and the use of higher-order cyclic parameters rather than second-order cyclic parameters can be advantageous when the signal does not exhibit second-order polycyclostationarity, or when there are no cycle frequencies unique to the signal of interest for order two, but there are unique cycle frequencies for a higher order.

8.1 Weak-Signal Detection

In this section, we consider the problem of detecting the presence of a desired signal (or signals) $s(t)$ in a received data set $x(t)$ with noise and interference $n(t)$,

$$
x(t) = s(t) + n(t), \quad -T/2 \leq t \leq T/2.
$$

Several versions of the detection problem are of interest. The first is called the general search problem, in which a data set is analyzed to determine if there are any polycyclostationary signals present. No information about the received data is assumed in the general search problem. In the second problem, called the known-cycle-frequency problem, a specific pure cycle frequency/order pair $(\beta, n_{0})$ is given.
and the data set is analyzed in an attempt to determine if there is a signal present in the data corresponding to this pair. In the third problem, called the known-modulation problem, the modulation format of the signal of interest is known, and hence the cyclic cumulants of the signal are known (in principle); the problem is to determine if that particular signal is present in the data.

Motivation for using HOCS, instead of SOCS or HOS, to detect the presence of a signal is provided by the situation in which this detection cannot be reliably accomplished using these other signal properties. This can be the case, for example, when a signal has very weak SOCS and is weak with respect to the noise and interference background (low SNR), which is changing unpredictably during the observation interval. It can also be the case when the signal of interest does not have a unique cycle frequency for order two, but does for a higher order. An example of this is a communication system wherein all the signals are spectrally overlapping QPSK and have the same symbol rate, but each has a distinct carrier frequency.

Since the computational complexity increases and the output SNR decreases (when the input SNR is less than 0 dB, see Section 1.4.1) with increasing order $n$ of nonlinearity, it is always desirable to use the smallest possible value of $n$. This typically corresponds to the lowest order of (substantial) cyclostationarity of the signal. Accordingly, it is often the case in the known-modulation problem that the CTCF and CTMF are (approximately) equal for the chosen value of $n$, $R_n^C(\tau_n) = C_n^C(\tau_n)$. In addition, if the noise and interference (hereafter referred to as the environment) is such that $R_0^E(\tau_n) = 0$, where $\beta$ is the pure cycle frequency of interest in $s(t)$, in which case $R_n^E(\tau_n) = C_n^E(\tau_n)$, then any detection method that requires an estimate of the CTCF for $s(t)$ can be implemented by using an estimate of the CTMF for $x(t)$, thereby reducing the computational complexity of the method. However, if the environment is unknown, it is best to use estimates of the CTCF so that potential lower-order sine-wave interactions can be avoided. Let us now turn to an examination of each of the three detection problems.

### 8.1.1 The General Search Problem

In the general search problem there is a maximum order $N$ that is to be used for processing. The goal of the processing is to produce a list of pure cycle frequencies $\{\beta_n\}$ for each value of $n$ from 1 to $N$. The list $\{\beta_n\}$ should characterize the detectable cyclostationarity of order $n$ (and only $n$) that is associated with $x(t)$. Thus, these lists should not be contaminated by entries that are due to lower-order sine-wave interactions. To accomplish this task, the CTCF for $x(t)$ is estimated for each order $n$. From this estimate, the cycle frequencies $\{\beta_n\}$, which are needed for the estimate of the CTCF for order $n + 1$, can be found. More explicitly, the general search problem can be tackled using the following algorithm:

1. Let $n = 1$
2. Compute $Y(f) = \text{FFT} \{\hat{C}_x(t, \tau)_n\}$
3. Threshold detect the bins of $Y$ to find $\{\beta_n\}$
4. Compute $\hat{C}_x(t, \tau)_n = \left\langle \hat{C}_x(t, \tau)_n e^{-i2\pi \beta_n t} \right\rangle$
5. Compute $\hat{C}_x(t, \tau)_n = \sum_{\beta_n} \hat{C}_x(\tau_n) e^{i2\pi \beta_n t}$
6. $n \rightarrow n + 1$; if $n \leq N$ then go to 1.

In step 4, the interval over which the average $\langle \cdot \rangle$ is performed is determined by the amount of data $x(t)$ available. If any of the detected cycle frequencies are of particular interest, a cyclic polyspectral analysis can be performed from which the modulation type can possibly be determined. Also, a simple analysis of the relationship between the estimated cycle frequencies for the different values of $n$ can be used to advantage for modulation recognition.

### 8.1.2 The Known-Cycle-Frequency Problem

In this problem, one or more of the signal’s modulation frequencies are known, such as a symbol rate or carrier frequency, but the shape of the CTCF is unknown. The environment is still assumed to be unknown and, therefore, the general search algorithm is still of interest. However, it can be improved for the known-cycle-frequency problem by combining it with a least-squares estimation technique. Let $\{\beta_n, n_0\}$ be the cycle frequency/order pair of interest. Use the general search algorithm up to order $n_0 - 1$. Form $\hat{C}_x(t, \tau)_{n_0}$ and use a least-squares estimator to detect the presence of the signal of interest using the statistic

$$Y = \left( \hat{w}^H \hat{C}_x(t, \tau)_{n_0} e^{-i2\pi \beta \tau} \right)$$

$$= \hat{w}^H \hat{C}_x(\tau)_{n_0},$$

where

$$\hat{C}_x(t, \tau)_{n_0} = \left[ \hat{C}_x(t, \tau)_{n_0}, \cdots, \hat{C}_x(t, \tau)_{n_0} \right]^T$$

$$\hat{C}_x(\tau)_{n_0} = \left[ \hat{C}_x(\tau)_{n_0}, \cdots, \hat{C}_x(\tau)_{n_0} \right]^T$$

and where $\hat{w}$ is the unit-norm version of the least-squares weight vector

$$\hat{w} = \arg \min_w \left\{ \left| \hat{w}^H \hat{C}_x(t, \tau)_{n_0} e^{-i2\pi \beta \tau} \right|^2 \right\}. \tag{107}$$

The solution to (107) is

$$\hat{w} = R^{-1} \hat{C}_x(\tau)_{n_0}$$

where

$$R = \left( \hat{C}_x(t, \tau)_{n_0} \hat{C}_x(t, \tau)_{n_0}^H \right),$$

in which $H$ denotes conjugate transpose. Thus, the detection statistic is

$$Y = \hat{C}_x(\tau)_{n_0} R^{-1} \hat{C}_x(\tau)_{n_0}.$$
This detection statistic is obtained by forming the particular linear combination of data sets $\hat{C}(t, \tau)_{n_0}, \cdots, \hat{C}(t, \tau_k)_{n_0}$ that optimally combines the regenerated sine waves with frequency $\beta$ present in each set, and then correlates this composite regenerated sine wave with the stored sine wave $e^{j2\pi\beta t}$.

### 8.1.3 The Known-Modulation Problem

In this problem, the data is analyzed to determine if it contains a signal with known modulation type. In particular, we know the CTCF of $s(t)$ for $n = n_0$ and pure cycle frequency $\beta$. The general search algorithm can be used to remove all lower-order sine waves up to order $n_0 - 1$. Then, from $\hat{C}(t, \tau)_{n_0}$ the CTCF estimate $\hat{C}(t, \tau)_{n_0}$ for cycle frequency $\beta$ can be determined. The proposed detection statistic is the correlation of measured and ideal CTCFs

$$Y = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{C}(t, \tau)_{n_0} \hat{C}(t, \tau)_{n_0}^* du.$$  

The primary justification for this particular statistic is that when no signal is present with $n$th-order pure cycle frequency $\beta$, then $\hat{C}(t, \tau)_{n_0} \rightarrow 0$, which implies that $Y \rightarrow 0$; when the signal of interest is present, then

$$Y \rightarrow \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \hat{C}(t, \tau)_{n_0}^2 du.$$  

(108)

Thus, $Y$ is an asymptotically noise-free statistic on both the signal-present and signal-absent hypotheses. (Furthermore, the integral (108) is finite [107].) Hence, this statistic is the natural generalization of the single-cycle detector that exploits second-order polycyclostationarity [35]

$$Y_{SCD} = \int_{-\infty}^{\infty} R_M^\beta(t) R_M^\beta(t)^* d\tau = \int_{-\infty}^{\infty} S_M^\beta(f) S_M^\beta(f)^* df,$$  

(109)

which has several optimality properties [39] and has been shown to outperform radiometric (energy) detectors for weak polycyclostationary signals in time-varying environments [46]. In (109), $R_M^\beta(t)$ is the cyclic autocorrelation for $s(t)$, $R_M^\beta(t)$ is the cyclic autocorrelation estimate (cyclic correlogram), $S_M^\beta(f)$ is the cyclic periodogram, and $S_M^\beta(f)$ is the cyclic spectrum for $s(t)$ [35].

The detection statistic $Y$ can be generalized to include only a portion of $u$-space, denoted by $G \subset \mathbb{R}^m$,

$$Y = \int_{G} \hat{C}(t, \tau)_{n_0} \hat{C}(t, \tau)_{n_0}^* du.$$  

Choices for $G$ might include those values of $u$ for which the RD-CTCF $\hat{C}(t, \tau)_{n_0}$ is particularly large, or for which the coefficient of variation (variance divided by squared mean) of the estimator $\hat{C}(t, \tau)_{n_0}$ of the RD-CTCF is particularly small.

### 8.2 Time-Delay Estimation

The received signal model for the time-delay estimation problem is given by

$$x(t) = s(t) + n(t)$$

$$y(t) = As(t + d) + m(t).$$

It is desired to estimate the time-delay parameter $d$, which is sometimes called the time-difference-of-arrival (TDOA) for $s(t)$. It is assumed that $s(t)$ is $n$th-order polycyclostationary with cycle frequency $\beta$. The time-series $n(t)$ and $m(t)$ consist of arbitrary noise and interfering signals, except that it is assumed that neither $n(t)$ nor $m(t)$ is $n$th-order polycyclostationary with the pure cycle frequency $\beta$.

Conventional approaches to this problem (those that do not exploit cyclostationarity) can be collectively referred to as generalized cross-correlation (GCC) methods [72]. In the GCC methods, filtered versions of the sensor outputs $x(t)$ and $y(t)$ are cross correlated, and the estimate of $d$ is taken to be the location of the peak in the cross-correlation estimate. These methods suffer when $n(t)$ and $m(t)$ contain signals common to both, each with its own TDOA, because each such signal contributes a peak of its own to the cross-correlation function. This causes two problems. The first is a resolution problem which, to be solved, requires that the differences in the TDOAs for each of the signals be greater than the widths of the cross-correlation functions so that the peaks can be resolved. The second problem is that it is difficult to correctly associate each peak with its corresponding signal. Both of these problems arise because the GCC methods are not signal selective; they produce TDOA peaks for all the signals in the received data unless they are spectrally disjoint and can, therefore, be separated by filtering. Signal-selective methods that exploit the SOCS of the desired signal, which is assumed to be unique to that signal, are studied in [49, 50]. These methods have been shown to outperform the GCC methods and have been shown to produce unbiased TDOA estimates with variance that is smaller than the Cramér-Rao lower bound on the variance of TDOA estimators that are based on the assumption that the signal and environment are stationary. However, these methods do not apply when there is no SOCS to exploit. In this case, we can turn to HOCS in order to develop signal-selective TDOA estimators.

Following the approach in [49] for SOCS, the general methodology considered here for HOCS is least-squares estimation. The following two examples illustrate the methodology. To keep the notation simple only real-valued signals are considered.

Let us define a cross cumulant as follows

$$C_{xy}(t, \tau) \triangleq \text{Cumulant } [x(t + \tau_1) \cdots x(t + \tau_n) y(t + \tau_s)].$$

The cyclic component of this cross cumulant for the signal-specific cycle frequency $\beta$ is
\[ C_{xy}(\tau) \triangleq \{ C_{xy}(t, \tau) \} e^{-j2\pi \beta t} \]
\[ = AC_{x}(\tau + \delta_n d) \]

where \( \delta_n \) is the unit vector along the \( n \)th coordinate. It is easy to show that the following relations involving RD-CTCFs hold:

\[ \tilde{C}_{xy}(u)_n = AC_{xy}(u - 1d)e^{j2\pi \beta d}, \]
\[ \tilde{C}_{x}(u)_n = \tilde{C}_{x}(u). \]

Thus, we can do a least-squares fit of a measurement of \( C_{xy} \) to a measurement of \( C_{x} \) over a region \( G \) of \( u \)-space of interest:

\[ \min_{\lambda, \beta} \int_{G} |\tilde{C}_{xy}(u) - \lambda \tilde{C}_{x}(u - 1d) e^{j2\pi \beta d}|^2 \, du. \]

This leads (cf. [49]) to the following estimator of the delay \( d \):

\[ \hat{d}_1 = \arg \max_{d} \Re \left\{ \int_{G} \tilde{C}_{xy}(u) \tilde{C}_{xy}(u + 1d^*) e^{j2\pi \beta d} \, du \right\}, \]

where \( \arg \max \) means the value at which the maximum occurs, and \( \Re \{ \cdot \} \) means the real part. This estimator is a higher-order generalization of the spectral coherence alignment algorithm for TDOA estimation [49], which exploits second-order polycyclostationarity and has been shown to possess several optimality properties [47]. If the data is complex, the estimator \( \hat{d}_1 \) is modified by replacing the operation \( \Re \{ \cdot \} \) with the magnitude operation.

As an alternative, we can avoid using cross-sensor measurements entirely by noting that

\[ \tilde{C}_{y}(u) = \lambda \tilde{C}_{x}(u) e^{j2\pi \beta d}, \]

and

\[ \tilde{C}_{x}(u)_n = \tilde{C}_{x}(u)_n, \]

which suggests the following least-squares approach:

\[ \hat{d}_2 = \arg \min_{\lambda, \beta} \int_{G} |\tilde{C}_{y}(u) - \lambda \tilde{C}_{x}(u) e^{j2\pi \beta d}|^2 \, du. \]

The estimator for \( d \) is given explicitly by

\[ \hat{d}_2 = \frac{1}{2\pi \beta} \angle \left\{ \int_{G} \tilde{C}_{y}(u)_n \tilde{C}_{y}(u)_n^* \, du \right\}, \]

which is a higher-order generalization of the second-order cyclic phase difference algorithm for TDOA estimation without cross-sensor measurements [49]. This algorithm has the drawback that the TDOA can be properly estimated only if it has magnitude smaller than \( \frac{1}{2\beta} \) because the TDOA estimate is a function of an angle estimate.

9 CONCLUSIONS

The theory of the higher-order statistics of polycyclostationary signals, called higher-order cyclostationarity, holds greatest promise for applications involving statistical inference and decision using data from a multiple-signal environment. This is because the higher-order cyclic cumulants possess the property of signal selectivity, which means that these cumulants can be used to extract information about each of the signals in turn, without (that is, asymptotically) interference from the other signals. This can be accomplished if each signal in the environment possesses a unique cycle frequency, for instance, a baud rate, chip rate, or carrier frequency.

The theory also shows promise as a general theoretical framework for performance analyses of signal-processing systems that employ second- or higher-order nonlinear transformations of polycyclostationarity input signals.

Finally, since the theory is fundamentally concerned with sine-wave generation, it holds promise for fruitful application to problems in the area of symbol and carrier synchronization.

The primary difficulties with higher-order statistics are computational in nature. First, for a given data set, higher statistics require more operations to compute than do second-order statistics. Second, the relevant estimators often have larger variance for the same amount of data when compared to estimators of lower-order statistics, and so need more data to achieve acceptable levels of estimation accuracy. The severity of these difficulties may be lessened in the future as hardware speed increases and more efficient estimation methods are found.
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APPENDIX: PURE SINE WAVES AND TEMPORAL CUMULANTS APPENDIX

In Section 2.3, the temporal cumulant function is derived by considering the problem of pure sine-wave generation. That is, it is found that the strengths of pure \( n \)-order sine waves are characterized by the CTCF. However, we have found that some time-series possess a degeneracy such that, for certain values of the lag vector \( \tau \), the
CTCF is nonzero when there are no pure sine waves present in the lag product. This degeneracy is illustrated and explained here for the case of \( n = 4 \).

Consider the fourth-order lag product

\[
L_x(t, \tau_4) = x(t + \tau_1)x(t + \tau_2)x(t + \tau_3)x(t + \tau_4)
\]

(110)

for the binary \((\pm 1)\) PAM signal (87) with rectangular pulses,

\[p(t) = \begin{cases} 1, & |t| \leq T_0/2 \\ 0, & \text{otherwise.} \end{cases}\]

There can be sine waves associated with the factors

\[f_1(t) = x(t + \tau_1)x(t + \tau_2),\]

and

\[f_2(t) = x(t + \tau_3)x(t + \tau_4)\]

that make up \( L_x(t, \tau_4) \), and if so, the product sine waves

\[
\hat{E}[e^{j\omega} f_1(t)] \hat{E}[e^{j\omega} f_2(t)]
\]

are subtracted, along with product sine waves corresponding to all other unique factorizations of \( L_x(t, \tau_4) \), from the moment \( \hat{E}[e^{j\omega} L_x(t, \tau_4)] \) to obtain the pure fourth-order sine waves (cf. (34)). Thus, a pure fourth-order sine wave contains no products of lower-order sine waves, and cannot be equal to such a product; this is simply the intuitive notion of a pure fourth-order sine wave. To make clear the degeneracy that we have alluded to, \( \tau_3 = \tau_4 \) is chosen in (110),

\[
L_x(t, \tau_4) = x(t + \tau_1)x(t + \tau_2)x^2(t + \tau_3).
\]

(111)

In this case, since \( x^2(t + \tau_3) = 1 \), we have the equivalence

\[
L_x(t, \tau_4) = [x(t + \tau_1)x(t + \tau_2)][1] = L_x(t, \tau_1, \tau_2).2.
\]

Thus, \( L_x(t, \tau_4) \) contains nothing other than products of second-order sine waves, namely the sine waves in \( x(t + \tau_1)x(t + \tau_2) \) multiplied by the second-order sine wave with frequency zero given by \( x^2(t + \tau_3) = 1 \). Consequently, \( L_x(t, \tau_4) \) can contain no pure fourth-order sine waves. However, from (95) we have the CTCF

\[
C^p_x(\tau_4) = \frac{C_{x,4}}{T_0} \int_{-T_0}^{T_0} p(t + \tau_1)p(t + \tau_2)p^2(t + \tau_3)e^{-j2\pi\beta t} dt e^{j2\pi\beta t_0}, \quad \beta = k/T_0,
\]

which is not zero for all \( \tau_1, \tau_2, \tau_3 \). Another way to see that the cumulant is nonzero is to use (34) to compute the CTCF:

\[
C_x(t, \tau_4) = \hat{E}[e^{j\omega} L_x(t, \tau_4)] - \hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_2)] \hat{E}[e^{j\omega} x(t + \tau_3)x(t + \tau_4)]
\]

\[-\hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_3)] \hat{E}[e^{j\omega} x(t + \tau_2)x(t + \tau_4)]
\]

\[-\hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_4)] \hat{E}[e^{j\omega} x(t + \tau_2)x(t + \tau_3)]
\]

\[= -2\hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_3)] \hat{E}[e^{j\omega} x(t + \tau_2)x(t + \tau_4)].
\]

It is, in fact, reasonable to expect a nonzero result for the fourth-order CTCF of the set \( \{x(t + \tau_1), x(t + \tau_2), x(t + \tau_3), x(t + \tau_4)\} \) since it contains no proper subset that is statistically independent of the remaining elements (cf. Section 2.4.3).

However, since there is a repeated factor in (111), we can treat the lag product as the product of three, rather than four, factors \( x(t + \tau_1), x(t + \tau_2), x^2(t + \tau_3) \). In this case, there is an independent subset among the three variables and

\[
\hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_2)x^2(t + \tau_3)] = \hat{E}[e^{j\omega} x(t + \tau_1)x(t + \tau_2)] \hat{E}[e^{j\omega} x^2(t + \tau_3)].
\]

The third-order cumulant for these three variables is zero. However, the presence of a repeated factor in the lag product is not in itself the cause of the failure of the pure-sine-wave interpretation of the CTCF to hold. It is the fact that the repeated factor is degenerate:

\[
x^2(t + \tau_3) = 1.
\]

This fact leads us to conjecture that the only degenerate time-series (those for which the nth-order CTCF is not zero, yet there are clearly no pure nth order sine waves) are those piece-wise constant signals with all values equal to the nth roots of unity (to within a single factor, that is, the roots of \( K \) will do). In such a case,

\[
x^m(t + \tau_0) = 1 \quad \text{for all } \tau_0,
\]

and the same fix applies: The \((n - m + 1)\)th-order cumulant for the variables

\[
\{x(t + \tau_1), x(t + \tau_2), \ldots, x(t + \tau_{n-m}), x^m(t + \tau_{n-m+1})\}
\]

is zero, which is in agreement with the absence of any pure sine waves.
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Abstract

The three primary goals of this overview are the following: 1) to describe in a brief but tutorial manner the state of the art of processing cyclostationary signals with sensor arrays and the performance of the current methods, 2) to show how the understanding of these methods can be used in the design of communication systems to increase capacity and/or improve signal quality relative to existing systems, and 3) to describe several open research problems in sensor array processing for cyclostationary signals. Whereas the first goal is intended to speed the self-education of colleagues who are knowledgeable about cyclostationary signals or sensor array processing but not necessarily both, the last is intended to speed the involvement of colleagues who are already knowledgeable about both but are simply interested in another perspective and additional ideas on important and challenging research problems. The middle goal provides one possible bridge between the first and last goals: by demonstrating the advantages of understanding sensor array processing for cyclostationary signals, by identifying problems to be solved in the communication system design presented here, and by pointing out that the role of cyclostationarity-exploiting methods in the design of communication systems is itself an open problem.

1 INTRODUCTION

Arrays of sensors such as radio antennas are useful in the process of detecting the presence of propagating signals, estimating their directions of arrival and other parameters, and estimating the signal waveforms themselves. Application areas include radar, sonar, commercial communications monitoring, signals intelligence, biomedical signal processing, geophysical exploration, communication systems, and others. However, in some of these applications the prior knowledge required by conventional methods for performing these tasks is difficult, costly, or simply impossible to obtain. Furthermore, conventional methods that are derived for sine waves or stationary Gaussian noise cannot exploit many of the statistical properties of structured man-made signals, especially those used in communication systems.

More specifically, almost all man-made communication signals exhibit a statistical property called cyclostationarity. A key point is that this property can be exploited in signal processors to favor desired signals and to discriminate against undesired signals, interference, and noise. This signal selectivity offers appealing benefits: post-processing that determines which signals and their parameters are of interest can sometimes be reduced or eliminated, and applicability to some difficult environments is enhanced. In addition, many cyclostationarity-exploiting algorithms offer these benefits while using much less prior knowledge of signal characteristics than conventional methods. In particular, some methods of direction estimation and adaptive spatial filtering that exploit cyclostationarity require only knowledge of the baud rate, carrier frequency, or other frequency that characterizes the underlying periodicity exhibited by the desired signals. It is explained in this overview how this knowledge is used to avoid the need for training signals, estimates of directions of arrival, and array calibration data in spatial filtering schemes, and to avoid the need for knowledge of noise characteristics and to soften the strict requirements on the number and angular spacing of signals in direction finding schemes. It is also explained how the cyclostationarity of bauded digital communication signals can be used to blindly identify and equalize a distortive channel.

An application of this understanding to the design of a cellular communication system is also presented. The current demand for telecommunications exceeds current capacity in some markets and may increase sharply as more bandwidth-intensive commercial services such as multimedia-based conferencing, information retrieval, and electronic banking and shopping are introduced. In this overview, it is shown how understanding of sensor array processing methods for cyclostationary signals can be used in the design of a scheme that substantially increases capacity relative to existing systems.

Throughout the overview, open problems are identified by the appearance of \( \mathcal{O} \). These problems range from highly applied, such as efficient implementation of these signal-processing methods and design of communication systems, to relatively theoretical, such as statistically optimum detection and estimation of cyclostationary signals and analytical performance prediction.
The remainder of the overview is organized as follows. In Section 2, the mathematical models for the sensor array data are described. In Section 3, notation and basic results on the measurement of spatial characteristics of cyclostationary signals are summarized, and their implications for the basic problems of spatial filtering, direction finding, and estimating the number of signals are briefly discussed. In Section 4, algorithms for blindly adapting (i.e., without using a training signal) a spatial or spatio-temporal filter to extract high-quality estimates of signal waveforms are summarized, including the class of SCORE algorithms. Also in this section, two possible applications of blind adaptive spatial filters to problems in commercial communication systems are summarized. Although the material in Section 5 on blind channel identification and equalization is closely related to Section 4, its primary focus is on simultaneously adapting a spatial filter and demodulating a banded digital communication signal. In Section 6, algorithms for finding the directions of arrival of cyclostationary signals at a sensor array are summarized. In Section 7, the problem of estimating the number of cyclostationary signals arriving at an array, which must often be solved prior to or jointly with estimating the directions of arrival, is addressed. Finally, in Section 8 a few brief conclusions are drawn and the chapter is briefly summarized.

2 Modeling Data from Sensor Arrays

In this section the mathematical model for the signals at the output of a sensor array is developed from basic physical considerations. The general model for wideband data is derived by assuming that a single sinusoid arrives at the array and then applying superposition to build up the expressions for multiple nonsinusoidal signals. An extremely useful simplifying approximation is then justified and applied to yield a description referred to in the sensor array signal-processing literature as the narrowband model. Extensive use is made of this model in this overview.

2.1 General Wideband Model

Consider the analytic signal \( \exp(j2\pi ft) \) corresponding to a real sine wave having frequency \( f \) and arriving at the array from angle \( \theta \). For simplicity, assume that the sensors in the array and the signal source are coplanar so that ordered pairs and a single angle suffice to describe the positions of the sensors and the direction of arrival of the signal, respectively, and assume that the wavefronts impinging on the array are planar. If the propagation medium does not significantly affect the signal as it propagates from one end of the array to the other, then the signal received at one sensor differs from the signal received at another sensor only by a delay. As suggested by Fig. 1, the dependence of the delay on the locations of the sensors and on the angle of arrival can be determined by using elementary geometry. Specifically, if we assume that the coordinates of the \( M \) sensors are \((q_1, r_1), \ldots, (q_M, r_M)\), then it can be shown that the delay \( t_m \) of the signal at the \( m \)th sensor relative to the signal at the origin of the coordinate system can be expressed as

\[
t_m = -[q_m \sin(\theta) + r_m \cos(\theta)]/c,
\]

where \( c \) is the propagation speed and \( \theta \) is measured clockwise from the \( r \) axis. Since the signal is sinusoidal, the propagation delay \( t_m \) is equivalent to a phase shift by the amount \( \psi_m = -2\pi f t_m \), which is in turn equivalent to multiplication by \( \exp(j\psi_m) \). Thus, the signal received by the array can be expressed in the vector form

\[
x(t) = \begin{bmatrix}
x_1(t) \\
\vdots \\
x_M(t)
\end{bmatrix} = \begin{bmatrix}
\exp(j\psi_1(\theta, f)) \\
\vdots \\
\exp(j\psi_M(\theta, f))
\end{bmatrix} e^{2\pi ft},
\]

where

\[
\psi_m(\theta, f) = [(q_m \sin(\theta) + r_m \cos(\theta))]/c.
\]

Figure 1: Plane waves propagating from angle \( \theta \) toward the array origin.

More generally, the sensors can have differing directional and frequency-dependent characteristics, which can be modeled by applying differing gains and phases to the elements of the vector in (1). Denoting the gain and phase of the \( m \)th sensor by \( g_m(\theta, f) \) and \( \phi_m(\theta, f) \), respectively, the analytic signal at the outputs of the sensors can be expressed as

\[
x(t) = a(\theta, f) e^{2\pi ft}
\]

where \( a_m(\theta, f) = g_m(\theta, f) \exp[j(\psi_m(\theta, f) + \phi_m(\theta, f))] \) is the \( m \)th element of the vector \( a(\theta, f) \), which is referred to in this overview as the array response vector, although the terms aperture vector, array vector, array manifold vector, DOA vector, direction vector, and steering vector also appear in the literature. The collection of array response vectors for all angles \( \theta \) and all frequencies \( f \) of interest is referred to as the array manifold.

In the more general (and interesting) case in which multiple nonsinusoidal signals arrive at the array, the data can be modeled by decomposing it in the frequency domain (temporarily assuming that the signals are Fourier-transformable) and using linear superposition:
\[ x(f) = \sum_{l=1}^{L} a(\theta_l, f)s_l(f) + i(f) \]
\[ = \left[ a(\theta_1, f) \cdots a(\theta_L, f) \right] \left[ s_1(f) \cdots s_L(f) \right]^T + i(f) \]
\[ = A(\Theta, f)s(f) + i(f), \]

where \( L \) signals \( s_1(f), \ldots, s_L(f) \) arrive from angles \( \theta_1, \ldots, \theta_L \) and \( i(f) \) represents interference and noise components (e.g., thermal noise from the sensors and associated electronics, background noise from the environment, and spatially diffuse sources of man-made interference such as cities). That is, the array data is linear with respect to the signals and is linear (in the frequency domain) with respect to \( a(\theta, f) \).

### 2.2 Narrowband Model

The general wideband model is needlessly complex if only a relatively narrow frequency band is of interest (e.g., if prior knowledge regarding the center frequencies and bandwidths of the signals of interest is available to select the narrow band of interest). For example, in some applications the data may be channelized into very narrow bands which are then processed individually. Alternatively, if it is known that the signals of interest occupy a certain frequency band then it is advantageous to reject interference components and noise that lie outside the band. If this band is sufficiently narrow that the array response vector \( a(\theta, f) \) is approximately constant with respect to \( f \) over the band of interest for all angles \( \theta \) (e.g., if the reciprocal of the bandwidth of the signal is much greater than the time required for the signal to propagate across the array, and if the sensor characteristics do not vary significantly across this bandwidth), then the dependence on \( f \) can be dropped and the array data can be modeled in the time domain as the analytic signal

\[ x(t) = \sum_{l=1}^{L} a(\theta_l) s_l(t) + i(t) \]
\[ = \left[ a(\theta_1) \cdots a(\theta_L) \right] \left[ s_1(t) \cdots s_L(t) \right]^T + i(t) \]
\[ = A(\Theta)s(t) + i(t), \]

where \( s(t) \) and \( i(t) \) are analytic signals. Although the signals \( s_l(t) \) are not sinusoids, the spatial characteristics of the array response can be approximately modeled as if they were. This observation is the essence of the narrowband model.

A more detailed discussion of the conditions under which this assumption is valid, as well as a detailed investigation of the representation of wideband array data, can be found in [16]. However, some justification can be offered here without undue complexity. Consider a single signal \( s(t) \) having flat power spectral density over the band \( [f_0 - B/2, f_0 + B/2] \), and arriving at a uniform linear array (ULA) for which \( (d, r_m) = (dm, 0) \) where \( d \) is the sensor spacing. The spectral density of \( x(t) \) is \( S_{xx}(f) = A(\Theta, f)A^H(\Theta, f) \) for \( |f - f_0| \leq B/2 \), and the autocorrelation at lag \( \tau = 0 \) can be expressed as

\[ [R_{xx}(0)]_{m,n} = B \exp \left( -j2\pi \frac{f_0d}{c} (m - n) \sin \theta \right) \sin \left( \frac{\pi Bd}{c} (m - n) \sin \theta \right). \]

The total average power \( P_{\text{tot}} \) of \( x(t) \) is \( P_{\text{tot}} = \text{tr} \left[ R_{xx}(0) \right] = MB \), and the average power \( P_{\delta} \) in \( x(t) \) that can be represented by the narrowband model \( A(\theta, f_0)s(t) \) can be expressed as

\[ P_{\delta} = \text{tr} \left[ P_{\delta}(\theta, f_0)R_{xx}(0) \right] \]
\[ = \frac{B}{M} \sum_{k,m=1}^{M} \text{sinc} \left( \frac{\pi \eta}{2} (k - m) \sin \theta \right) \]

where \( \eta \triangleq B/f_0 \) is the relative bandwidth, \( f_0 \) is the frequency chosen for use in the narrowband model (it can be any frequency in the reception band), and \( P_{\delta} \) denotes the orthogonal projection matrix for vector \( \mathbf{v} \). Thus, the ratio \( \gamma \triangleq P_{\delta}/P_{\text{tot}} \) is a measure of the degree to which \( x(t) \) admits a narrowband model.

\[ \gamma \triangleq \frac{P_{\delta}}{P_{\text{tot}}} = \frac{1}{M^2} \sum_{k,m=1}^{M} \text{sinc} \left( \frac{\pi \eta}{2} (k - m) \sin \theta \right). \]

Clearly, the narrowband model is exact \( (P_{\delta} = P_{\text{tot}}) \) for \( \eta = 0 \) but degrades as the relative bandwidth increases, as shown in Fig. 2. For example, at the worst-case value of \( \theta \) (\( \theta = 90 \) degrees), the narrowband model for the 4-element ULA accounts for 99% of the received power for \( \eta = 10 \% \), and 90% of the received power for \( \eta = 30 \% \).

\[ \mathcal{O} \] Despite this justification for the narrowband model, a more thorough investigation of the sensitivity of narrowband sensor array processing methods to deviations from the narrowband model is needed.

In this overview and in much of the literature on direction finding, the complex envelope of the array data is used in the description and analysis of the various algorithms because the algorithms are typically implemented on a digital computer and therefore operate on sampled data. Since the complex envelope of a bandlimited analytic signal can be obtained by performing a complex down-conversion (i.e., by multiplying the data by \( \exp(-j2\pi f_0 t) \) for some appropriate \( f \)), the corresponding model for the sampled complex envelope is essentially the same as in (5), except that \( x(t), s_l(t), \text{and } i(t) \) denote the complex envelopes of the array data, the signals, and the noise, respectively, and \( t \) is replaced with \( n \):

\[ x(n) = \sum_{l=1}^{L} a(\theta_l)s_l(n) + i(n) = A(\Theta)s(n) + i(n). \]

Almost all of the algorithms discussed in this overview are based on this model.
3 CYCLOSTATIONARITY

In this section the relevant results from the theory of cyclostationary signals are briefly summarized in the context of the sensor array processing problem. First, notation used in the rest of this overview is summarized. Second, recent results from [69] on the mean and covariance of the cyclic correlogram matrix, which is an estimate of the cyclic autocorrelation matrix, are summarized. These results generalize those in [43]. Finally, the implications of these results are stated for the sensor array signal-processing tasks of waveform estimation, direction finding, and estimating the number of cyclostationary signals arriving at the array.

3.1 Notation

The following abbreviations are used throughout this overview:

**SOI:** Signal of interest

**SNOI:** Signal not of interest

**STF:** Spatio-temporal filter

**DF:** Direction finding

**DOA:** Direction of arrival

**LCL-PTV:** Linear-conjugate-linear multiply-periodic time varying

**SNR:** Signal-to-noise ratio

**SINR:** Signal-to-interference and noise ratio

**MSE:** Mean-squared error

**RMSE:** Root-mean-squared error

**BPSK:** Binary phase-shift-keyed

With reference to the abbreviation LCL-PTV, it is noted that the term linear-conjugate-linear multiply-periodic time-varying (LCL-MPTV) is used in an earlier work [81] to denote the same concept. The new term is chosen for consistency with the terminology used in [32]. The following definitions are used throughout this overview:

**D-1** The notation \( (f(n))_N \) denotes the time average of \( f(n); (f(n))_N \triangleq \frac{1}{N} \sum_{n=0}^{N-1} f(n) \).

**D-2** The notation \( f(N) = O(g(N)) \), where \( g(N) \) is a monotonically decreasing positive function of \( N \), means that \( \lim_{N \to \infty} f(N)/g(N) = c \) for some constant \( c \).

**D-3** The function \( Z_N(f, \tau) \) is defined as

\[
Z_N(f, \tau) \triangleq \frac{1}{N} \sum_{n=0}^{N-1} e^{-j2\pi fn} = \left(1 - \frac{\tau}{N}\right) \frac{\sin(\pi f(N - \tau))}{\sin(\pi f)}
\]

and is \( O\left(\frac{1}{N}\right) \) for fixed \( f \neq 0 \) and \( \tau \), where \( \sin(x) \triangleq \sin x/x \).

**D-4** The superscripts \( * \), \( T \), \( H \), and \( \perp \) denote conjugation, matrix transposition, matrix conjugate transposition, pseudo-inversion, and the orthogonal complement operation, respectively. Furthermore, \( \ast \) and \( \otimes \) denote the convolution and Kronecker (tensor) product (cf. [41]) operators, respectively.

**D-5** The expectation operation is denoted by \( E[\cdot] \) and can denote either the ensemble-averaging operation for which the argument is typically a stochastic process, or the sinewave (or polyperiodic component) extraction operation based on time-averaging. In this paper, this operation can be interpreted in either way with complete equivalence of the results, provided that underlying assumptions of cycloergodicity and so forth are properly attended to. Extensive discussion of these two philosophies can be found elsewhere in this volume [32].

**D-6** The time-variant cross-correlation \( R_{xy}(m, n) \) between \( x(m) \) and \( y(n) \) is defined as

\[
R_{xy}(m, n) \triangleq E\left\{ x(m)y^H(n) \right\}.
\]

**D-7** If \( R_{xy}(n + \tau, n) \) has a Fourier series representation in \( n \), it is given by

\[
R_{xy}(n + \tau, n) = \sum_{\beta} R_{xy}^\beta(\tau)e^{j2\pi \beta n}
\]

where the sum is taken over all \( \beta \) for which the cyclic cross-correlation \( R_{xy}^\beta(\tau) \), defined by

\[
R_{xy}^\beta(\tau) \triangleq \lim_{N \to \infty} \left\{ R_{xy}(n + \tau, n) e^{-j2\pi \beta n} \right\}_N,
\]

is not identically zero as a function of \( \tau \).
D-8 The symbol \( \hat{R}_{xy}^a(\tau) \) denotes the cyclic cross-correlogram of \( x(n) \) and \( y(n) \) at cycle frequency \( \alpha \) and lag \( \tau \):

\[
\hat{R}_{xy}^a(\tau) = \begin{cases} 
\frac{1}{N} \sum_{n=0}^{N-1} x(n + \tau)y^H(n)e^{-j2\pi \alpha n}, & \text{for } \tau \geq 0, \\
\frac{1}{N} \sum_{n=-\infty}^{-1} x(n + \tau)y^H(n)e^{-j2\pi \alpha n}, & \text{for } \tau < 0,
\end{cases}
\]

and it is useful to note that \( \hat{R}_{xy}^a(\tau) = \hat{R}_{yx}^{-a}(-\tau)e^{j2\pi a \tau} \).

D-9 The cyclic cross-correlation coefficient between \( u(n) \) and \( v(n) \) for cycle frequency \( \alpha \) and lag \( \tau \) is defined as

\[
\rho_{uv}^a(\tau) = \frac{R_{uv}^a(\tau)}{\sqrt{R_{uu}(0)R_{vv}(0)}},
\]

where it is noted that \( |\rho_{uv}^a(\tau)| \leq 1 \) for all \( \alpha \) and \( \tau \) (e.g., [30]). The magnitude of \( \rho_{uv}^a(\tau) \) is sometimes referred to as the feature strength (at cycle frequency \( \alpha \) and lag \( \tau \)) of the signal \( s(n) \). The feature strength is a normalized measure that can be interpreted as indicating the degree to which a signal is correlated with a frequency-shifted and delayed copy of itself.

D-10 The singular value decomposition of the cyclic correlation matrix \( R_{xy}^a(\tau) \) is denoted by

\[
R_{xy}^a(\tau) = [S \ G] \begin{bmatrix} \Sigma_S & 0 \\ 0 & \Sigma_G \end{bmatrix} [V_S \ V_G]^H = S\Sigma_S V_S^H,
\]

where \([S \ G]\) and \([V_S \ V_G]\) are unitary, the diagonal elements of the diagonal matrix \( \Sigma_S \) are nonnegative, and \( \Sigma_G = 0 \). The SVD of the cyclic correlogram matrix \( \hat{R}_{xy}^a(\tau) \) is denoted similarly except that all quantities have hats (\( \hat{\cdot} \)) on them.

### 3.2 Mean and Covariance

Here, three results on the mean and covariance of cyclic correlation matrices are summarized. More detailed discussion can be found in the appendix of this overview, where the assumptions under which these results are true are given.

First, \( \hat{R}_{xy}^a(\tau) \) is found to be asymptotically unbiased.

**Result 1** The mean of \( \hat{R}_{xy}^a(\tau) \) for \( \tau > 0 \) can be expressed as

\[
\mathbb{E}\left\{ \hat{R}_{xy}^a(\tau) \right\} = \sum_{\beta} R_{xy}^{\beta}(\tau)Z_N(\alpha - \beta, \tau) = \left(1 - \frac{\tau}{N}\right)R_{xy}^a(\tau) + \sum_{\beta \neq \alpha} R_{xy}^{\beta}(\tau)Z_N(\alpha - \beta, \tau) = R_{xy}^a(\tau) + O\left(\frac{1}{N}\right).
\]

Second, the covariance is found.
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**Result 2** Given two arbitrary vectors \( g \) and \( w \), then

\[
\text{cov}\left\{ \hat{R}_{xy}^a(\tau)g, \hat{R}_{xy}^a(\tau)w^* \right\} = J_1 + J_2 + O\left(\frac{1}{N^2}\right)
\]

where

\[
J_1 = \frac{1}{N} \sum_k \sum_{k=-\infty}^{\infty} w^H R_{xy}^{\beta a}(k)gR_{xy}^{\beta - 2a}(k)e^{j2\pi \alpha k} e^{-j2\pi \beta k},
\]

\[
J_2 = \frac{1}{N} \sum_k \sum_{k=-\infty}^{\infty} R_{xy}^{\beta a}(k - \tau)w^g R_{xy}^{\beta a}(k + \tau)e^{j2\pi \alpha k} e^{j2\pi (\beta - 2\alpha) k}.
\]

**Result 3** Given two arbitrary vectors \( g \) and \( w \), then

\[
\text{cov}\left\{ \hat{R}_{xy}^a(\tau)g, \hat{R}_{xy}^a(\tau)w^* \right\} = K_1 + K_2 + O\left(\frac{1}{N^2}\right)
\]

where

\[
K_1 = \frac{1}{N} \sum_k \sum_{k=-\infty}^{\infty} w^H R_{xy}^a(\beta)(k)gR_{xy}^a(k) e^{j2\pi \alpha k} e^{-j2\pi \beta k}.
\]

\[
K_2 = \frac{1}{N} \sum_k \sum_{k=-\infty}^{\infty} R_{xy}^a(\beta)(k - \tau)w^g R_{xy}^a(\beta)(k + \tau) e^{j2\pi \alpha k} e^{j2\pi (\beta - 2\alpha) k}.
\]

Under the assumptions given in the Appendix, it is easily shown that \( \hat{R}_{xy}^a(\tau) \) converges in mean square to \( R_{xy}^a(\tau) \) since its bias and covariance are both \( O\left(\frac{1}{N}\right) \).

### 3.3 Implications for Sensor Array Processing

Under the assumption that the narrowband model holds well and \( L_a \) signals of interest (SOI) \( s_1(n), \ldots, s_{L_a}(n) \) having cycle frequency \( \alpha \) arrive at the array,

\[
x(n) = \sum_{l=1}^{L_a} a(\theta_l) s_l(n) + i(n),
\]

then the results on the mean and covariance of \( \hat{R}_{xy}^a(\tau) \) imply that

\[
\hat{R}_{xy}^a(\tau) \rightarrow A(\Theta) R_{xy}^a(\tau) A^H(\Theta)
\]

\[
\hat{R}_{xy}^a(\tau) \rightarrow A(\Theta) R_{xy}^a(\tau) A^T(\Theta)
\]

with bias and covariance \( O\left(\frac{1}{N}\right) \). This in turn implies that a measurement of the spatial characteristics (the vector space spanned by the SOIs' array response vectors) of the \( L_a \) SOI can be made, even if the SOI waveforms and directions of arrival are unknown, and even if \( i(n) \) has completely arbitrary and unknown spatial characteristics. However, note that additional restrictions on the ambiguity of the manifold and on the rank of \( R_{xy}^a(\tau) \) are needed to determine \( \Theta \) and/or \( A(\Theta) \) from \( R_{xy}^a(\tau) \).
In subsequent sections it is shown how this signal selectivity can be exploited to solve waveform and parameter estimation problems in sensor array processing.

Furthermore, Results 1–3 are needed, for example, in the analytical performance evaluation of direction-finding methods that exploit cyclostationarity, as summarized in Section 6.4.

Another implication of these results is that error in the knowledge of the cycle frequency manifests itself as cycle leakage in the sense that the regenerated spectral line at the true cycle frequency \( \alpha_0 \) leaks into the estimate at \( \alpha \) with weight \( Z_1(\alpha_0 - \alpha) \). Thus, the allowable error in the estimated cycle frequency should be less than \( 1/2N \). Methods for estimating the cycle frequencies of a signal are available, although they are either computationally intensive (requiring computation of the cyclic spectrum over a potentially large portion of the \( (f, \alpha) \) plane as in [45]) (cf. [65] in this volume for efficiently implemented cyclic spectrum analyzers), or they are somewhat susceptible to error and require a potentially large number of data samples [13, 75]. However, it has been observed in some cases [68] that the CRLB on the variance of cycle frequency estimates decreases as \( 1/N^3 \) (in contrast to \( 1/N \) for estimates of direction of arrival, carrier phases, and so forth), so there may be possible to develop extremely reliable cycle frequency estimators. Even in the case of scalar data this remains an open problem.

4 SPATIAL FILTERING

In this section the problem of using a sensor array to spatially filter the received signals without knowing a training signal or direction of arrival is addressed.

4.1 Structures for Spatial Filtering

Spatial filtering is used for purposes similar to those of temporal filtering: to enhance desired signal components, to attenuate undesired signal components, and to minimize noise.

The simplest spatial filter considered here linearly combines the signals from the sensors to yield an output signal \( \hat{s}(n) \):

\[
\hat{s}(n) = w^H x(n).
\]

If the narrowband model (6) holds well then

\[
\hat{s}(n) = \sum_{l=1}^{L_s} [w^H a(\theta_l)] s_l(n) + w^H l(n),
\]

which clearly shows that the gain applied to a signal arriving from angle \( \theta \) is \( w^H a(\theta) \). Thus, \( w^H a(\theta) \) is analogous to the transfer function (Fourier-transformed impulse response) of a linear time-invariant (LTI) finite-impulse-response (FIR) temporal filter and is referred to as the spatial transfer function or antenna pattern of the spatial filter. When multiple signals arrive from different directions, a carefully chosen spatial filter can extract one of these signals while rejecting the others, as depicted by the antenna pattern in Fig. 3, where \( w \) has been chosen to extract the signal arriving from 30 degrees and to reject (or null) the signals arriving from \(-20\) degrees and 0 degrees.

![Antenna pattern of a spatial filter to extract a SOI arriving from 30 degrees in the presence of signals at -20 and 0 degrees and white noise that is uncorrelated from sensor to sensor.](image)

More generally, a spatial filter can include an LTI filter on each sensor to perform spatio-temporal filtering (STF)

\[
\hat{s}(n) = \sum_{m=1}^M w_m^H(n) * x_m(n) = w^H(n) * x(n),
\]

for which the antenna pattern is now a function of frequency (i.e., \( w^H(-f) a(\theta, f) \)), and the frequency dependence of \( a(\theta) \) is included to emphasize that the STF is appropriate even if the narrowband model does not hold.

Yet more generally, a spatial filter can include a linear-conjugate-linear periodically time-variant (LCL-PTV) filter on each sensor to perform LCL-PTV STF, which is the generalization to multiple inputs of the scalar LCL-PTV temporal filter. An extensive discussion of LCL-PTV filters appears in [23] where they are referred to as polyperiodic linear filters. As discussed there and in [31], the LCL-PTV filter structure can implement the Cyclic Wiener filter, which is the generalization of the Wiener
filter from stationary to cyclostationary signals. The fractionally spaced equalizer structure that is ubiquitous in digital communication systems is also a restricted implementation of an LCL-PTV filter. Since LCL-PTV filter structures have been shown to be capable of separating two cyclostationary signals even if they are completely overlapping both temporally and spectrally, it is reasonable to expect there to be substantial benefits of LCL-PTV STFs over LTI STFs in some cases.

In addition to the preceding, LCL-PTV STFs can be motivated simply by observing that they make it possible to simultaneously exploit multiple cyclostationarity features. For example, a digital communication SOI having baud rate $f_{\text{band}}$ exhibits useful cyclostationarity at multiple cycle frequencies, such as $\pm f_{\text{band}}$ (and harmonics thereof if the SOI is not bandwidth-efficient), and the cyclic autocorrelations at these cycle frequencies contain useful information at multiple values of the lag parameter $\tau$.

Thus, the LCL-PTV STF can be interpreted as linearly combining multiple frequency-shifted and filtered and possibly conjugated versions of the received data, or as simply providing a signal, which when correlated with the original data, allows multiple cyclostationarity properties to be manifested simultaneously in a single measurement. That is,

$$\hat{s}(n) = \sum_{k} \alpha_k y(n)$$

where

$$y(n) = \begin{bmatrix}
(x(n) * h_1(n)) e^{j2\pi \alpha_1 n} \\
\vdots \\
(x(n) * h_{\ell}(n)) e^{j2\pi \alpha_{\ell} n} \\
(x(n) * h_{K}(n)) e^{j2\pi \alpha_K n}
\end{bmatrix}$$

and $h_k(n)$ for $k = 1, \ldots, K$ are the impulse responses of arbitrary LTI filters, and $\alpha_k$ for $k = 1, \ldots, K$ are typically related to the cycle frequencies of the desired cyclostationary signals (and possibly undesired interfering signals) $s(n)$ (e.g., doubled carrier frequencies, baud rates and their harmonics, and sums and differences of these). Figure 4 depicts an implementation of (7), without the branches that use conjugation.
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4.2 Performance Criteria

The performance measures most commonly used to evaluate waveform estimators such as spatial filters are summarized here.

Perhaps the most obvious of these measures is the mean-squared error (MSE) of the estimated waveform relative to the desired waveform,

$$MSE(\hat{s}, s) = \frac{\|\hat{s}(n) - s(n)\|^2_N}{N}.$$  \hfill (9)

A closely related measure is the signal-to-interference-and-noise ratio (SINR) which can be expressed as

$$SINR(\hat{s}, s) \triangleq \frac{\text{power of desired signal components in } \hat{s}}{\text{power of everything else in } \hat{s}} = \frac{\|\hat{\rho}_s\|^2_N}{\|\hat{\rho}_{\hat{s}}\|^2_N} = \frac{|\hat{\rho}_s|^2}{|\hat{\rho}_{\hat{s}}|^2}.$$  \hfill (10)

The SINR increases without bound as $\hat{s}$ becomes arbitrarily highly correlated with $s$ (i.e., $|\hat{\rho}_{\hat{s}}| \to 1$). All three of these measures ($MSE(\hat{s}, s)$, $SINR(\hat{s}, s)$, and $|\hat{\rho}_{\hat{s}}|^2$) are applicable to single time-series, but are often averaged over multiple realizations (e.g., sample paths of a stochastic process) or multiple data segments of length $N$ comprising a much longer time series.

Minimizing $MSE(g, s)$ with respect to the complex scalar $g$ and estimated waveform $\hat{s}$ is exactly equivalent to maximizing $SINR(\hat{s}, s)$ and then computing $g = \hat{R}_{ss} / \hat{R}_{\hat{s}\hat{s}}$.

In this overview SINR is distinct from SNR, which is used here to specify the power levels of received signals relative to the power of Gaussian noise.

Finally, in the special, though increasingly important, case in which the desired signal is a digital communication signal, the ultimate goal is typically to obtain a good estimate of the underlying bit or symbol stream. Thus, the relevant performance measure is the bit error rate (BER), which is strongly dependent both on the type of interference, noise, and channel distortion that corrupts the signal at the input to the demodulator and on the demodulator itself. Simple expressions for BER as a function of SINR (relative to white Gaussian noise) in the absence of channel distortion are well known and can be found in any standard text on digital communications (e.g., [60]).
4.3 Conventional Methods

Conventional approaches to adapting a spatial filter have been well understood for more than two decades, and a tutorial that includes them and more recent advances can be found in [95]. Comprehensive treatments can also be found in [20] and [54]. For the purposes of this overview, three of the most popular methods are summarized here.

The most direct method simply minimizes $MSE(\hat{s}, s)$ to obtain the minimum MSE (MMSE) solution

$$w_{MMSE} = \tilde{R}_{ss}^{-1} \tilde{R}_{sx},$$

(11)

for which the corresponding SINR (referred to in this overview as the maximum SINR $\text{SINR}_{\text{max}}$ attainable by a memoryless time-invariant spatial filter) is given by (11) with

$$|\hat{\rho}_{sx}|^2 = \tilde{R}_{ss}^{-1} \tilde{R}_{sx} \tilde{R}_{sx}^{-1} \tilde{R}_{ss}.$$

As can be inferred from (11), a spatial filter attaining this maximum SINR can also be found by maximizing $|\hat{\rho}_{sx}|^2$. For applications in which it is undesirable, expensive, or impossible for a known training signal to be sent by the transmitter and a local copy of it used by the receiver for adaptation, this method is unsuitable.

An alternative to the MMSE method makes use of prior knowledge of the direction of arrival (DOA) of the signal of interest (SOI) to form a beam on the SOI and to null any interferers. This method is referred to in the literature as minimum variance distortionless response (MVDR) beamforming and is a special case of a more general framework called linearly constrained minimum variance beamforming. Yet more general variants exist which accommodate quadratic, derivative, and eigenvector constraints (cf. [95]). The spatial filter weights are chosen so as to minimize the average output power while maintaining unity array gain in the direction $\theta_0$ of the SOI, since doing so necessarily minimizes the contributions of interferers that arrive from other directions:

$$\max_{w} \text{s.t. } w^H a(\theta_0) = 1 \quad \max_{w} w^H \tilde{R}_{xx} w.$$

It can be shown (e.g., via the method of Lagrange multipliers) that the solution is given by

$$w_{MVDR} = \left[a^H(\theta_0) \tilde{R}_{xx}^{-1} a(\theta_0)\right]^{-1} \tilde{R}_{xx}^{-1} a(\theta_0).$$

(12)

If the SOI arrives only from angle $\theta_0$, then $\tilde{R}_{xx}$ converges to $a(\theta_0) R_{ss}$, which with (11) and (12) implies that the output SINR of the MVDR spatial filter converges to $\text{SINR}_{\text{max}}$. For applications in which it is impossible to know $\theta_0$ and difficult to estimate it (e.g., using one of the direction-finding methods described in Section 6), this method is unsuitable.

As yet another alternative, when neither a known training signal nor a known direction of arrival is available, a direction-finding algorithm can be applied. For example, given known array calibration data, the method of [55] estimates the directions of arrival of all signals and then uses these to compute the weights of the spatial filter for each signal. However, in some applications, the computational load of estimating all of the directions of arrival and post processing the spatially filtered signals to select those of interest may be prohibitive. Also, accurate array calibration data can be difficult or impossible to obtain in some applications.

4.4 SCORE Algorithms

The general problem of blind adaptive filtering is by nature lacking in specificity, since it is desired to extract a good quality estimate of a signal by exploiting whatever knowledge (if any) is available in the event that conventional methods are unsuitable. This lack of specificity requires investigation of possibly numerous approaches, each tailored to a different set of knowable facts about the SOI, the interference, the noise, the channel, etc.

This section describes a class of algorithms for one such set of facts, namely knowledge that the desired signal exhibits cyclostationarity, where it is assumed that the specific cyclostationarity properties are either known at the receiver or can be estimated. The spectral coherence restoral (SCORE) algorithms, which exploit cyclostationarity properties, require neither a known training signal nor knowledge of the spatial characteristics of the SOIs, interference or noise, and don’t require array calibration data (i.e., knowledge of the array manifold). The SCORE algorithms are explained in this section from several different perspectives with the intent of demonstrating that there are multiple approaches to the blind adaptive spatial filtering problem, and that some of the approaches yield identical algorithms. Finally, the SCORE framework is generalized to exploit other signal properties.

4.4.1 Least-Squares SCORE

The challenge of blind adaptive spatial filtering is to minimize $MSE(\hat{s}, s)$ without knowing $s$, without knowing $a(\theta_0)$, and without resorting to methods based on direction finding which require knowledge of the array calibration data. At first this challenge may seem insurmountable. However, if $s$ arrives from only one direction (i.e., no multipath or smart jamming is present), then $\tilde{R}_{xx}$ converges to $a(\theta_0) R_{ss}$; indeed, any vector that converges to a vector that is proportional to $a(\theta_0)$ can reasonably serve as a substitute for $\tilde{R}_{xx}$ in (11). In particular, if $u(n)$ is any signal that is correlated with $s(n)$ but uncorrelated with the remaining signals comprising $x(n)$, then $\tilde{R}_{xx} = a(\theta_0) R_{ss} + \tilde{R}_{uw}$ converges to $a(\theta_0) R_{ss}$, which is clearly proportional to $a(\theta_0)$ as desired. This implies that $w = \tilde{R}_{uu}^{-1} \tilde{R}_{wu}$ might be a suitable adaptive spatial filtering algorithm. If possible, the convergence time should be reduced by choosing the signal $u(n)$ so as to maximize the ratio of the desired contributions $a(\theta_0) \tilde{R}_{wu}$ to the residual contributions $\tilde{R}_{uu}$.

If it is known that $s(n)$ is cyclostationary with cycle frequency $\alpha$, but $i(n)$ is not, then a reference signal $u(n)$ can be derived directly from the received data,

$$u(n) = c^H x(n - \tau) e^{j2\pi \alpha n},$$

(13)

where $c$ is any vector of spatial filter weights such that $c^H a(\theta_0) \neq 0$ (e.g., $c = \ldots$)
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[1, 0, ..., 0]f, and τ is chosen so as to maximize (if possible) Ryy(τ). The key observation is that u(n) is correlated with s(n) but uncorrelated with k(n). This observation leads directly to the Least-Squares SCORE (LS-SCORE) optimization problem:

$$\min_w \text{MSE}(s, u) \iff \max_w |\hat{\beta}_w|^2$$

which has solution

$$w = \hat{R}^{-1}_{xx} \hat{R}_{xy} = \hat{R}^{-1}_{xx} \hat{R}^a_{xx}(τ)c$$

referred to as the LS-SCORE spatial filter. Alternatively, if s(n) exhibits conjugate cyclostationarity, then u(n) is given by

$$u(n) = e^{i \langle x(n - τ) e^{i 2\pi an},$$

which yields

$$w = \hat{R}^{-1}_{xx} \hat{R}_{xy} = \hat{R}^{-1}_{xx} \hat{R}^a_{xx}(τ)c.$$

4.4.2 Cross-SCORE

The preceding derivation of the LS-SCORE algorithm leaves some questions unanswered, one of which is “How is c chosen so as to minimize convergence time?” Without resorting to prior knowledge of the spatial characteristics of s(n) or k(n), a direct method is to maximize $|\hat{\beta}_w|^2$ with respect to both w and c,

$$\max_{w,c} |\hat{\beta}_w|^2 \iff \max_{w,c} \left| w^H \hat{R}^a_{xx}(τ)c \right|^2$$

for which the solutions are the dominant eigenvectors w1 and c1, respectively:

$$\hat{R}^a_{xx}(τ) \hat{R}^{-1}_{xx} \hat{R}^a_{xx}(τ)w_m = λ_m \hat{R}_{xx}w_m$$

$$\hat{R}^a_{xx}(τ) \hat{R}^{-1}_{xx} \hat{R}^a_{xx}(τ)c_m = λ_m \hat{R}_{xx}c_m,$$

where m = 1, ..., M and $λ_1 \geq ... \geq λ_M$.

Since this algorithm maximizes the cyclic cross-correlation coefficient (or cross spectral coherence) between s(n) and $e^{i \langle x(n - τ)}$, it is called the Cross-SCORE algorithm. Loosely speaking, it adapts w and c to maximize the degree of cyclostationarity exhibited by s at cycle frequency α and lag τ.

Another question unanswered in the discussion of LS-SCORE is, “How can multiple SOI waveforms be estimated (i.e., when more than one signal has the chosen cycle frequency α)?” In the following, assume that Lα SOIs have cycle frequency α. In [7] it is shown that the Lα most dominant eigenvectors w1, ..., wLα in (19), which correspond to the Lα highest stationary points of $|\hat{\beta}_w|^2$ (i.e., locations at which the gradients with respect to w and c are both equal to zero), are spatial filter weights that can be used to obtain estimates of the Lα signals having cycle frequency α and lag τ. It is also shown that each of these signal estimates has nearly the same SINR as the corresponding MMSE signal estimate, provided that a sufficient number of data samples are available for adaptation, that input SNR is not too low, that fewer signals than sensors arrive at the array, the array response vectors are linearly independent, and multipath is present, and that each signal has a different feature strength. The condition on the feature strengths can be easily derived in the absence of noise and effects due to finite-averaging by simplifying (19) to yield

$$R^{a}_{xx}(τ)R^{-1}_{xx}R^{aH}_{xx}(τ)c = λ R_{xx}c$$

where $g = A(\Theta)^H w$ and it is assumed that the Lα columns of A(Θ) are linearly independent, and noticing that perfect signal separation implies that the eigenvectors $[g_1, ..., g_{Lα}]$ are a permutation of the identity matrix I, which occurs only when $R_{aa}$ and $R^{a}_{aa}(τ)$ are diagonal and $|ρ_{m,n}(τ)| \neq |ρ_{m,m}(τ)|$ for all $m \neq n$. Thus, the SOIs must be uncorrelated and have distinct feature strengths for perfect signal separation in Cross-SCORE. In practice, noise is present (so (19) does not apply), and thus signal separation is less than perfect. Nonetheless, signal separation has been observed in simulations to be adequate, provided that the input SNR (but not necessarily the input SINR) is positive.

Alternatively, as in LS-SCORE, conjugate cyclostationarity (e.g., double carrier features) may be exploited by solving

$$\hat{R}^a_{xx}(τ)\hat{R}^{-a}_{xx}\hat{R}^{aH}_{xx}(τ)w_m = λ_m \hat{R}_{xx}w_m$$

$$\hat{R}^a_{xx}(τ)\hat{R}^{-a}_{xx}\hat{R}^{aH}_{xx}(τ)c_m = λ_m \hat{R}_{xx}c_m,$$

In practical terms, Cross-SCORE avoids the need for a known training signal, albeit at the expense of increased convergence time relative to the MMSE method. The benefits of this to cellular communication system design are discussed in Section 4.5.1. For example, using only the knowledge of the baud rate of desired banded digital communications signals (e.g., PSK, QAM, etc.) or only the double carrier of communications signals that exhibit cyclic conjugate correlation at the double carrier frequency (e.g., BPSK, DSB-AM, NBFM), the Cross-SCORE and conjugate Cross-SCORE algorithms, respectively, can nearly achieve the maximum SINR attainable by an LTI beamformer [7].

A brief illustration of the performance of LS-SCORE and Cross-SCORE is given here. In the computer simulations, 100 independent trials are performed and the average SINR at the output of the SCORE processor is computed as a function of the number N of time samples used for adaptation. In each trial, independent BPSK signals having baud rates 0.25 and 0.2, carrier frequencies 0 and 0.1, and angles of arrival 0 and 20 degrees, respectively, arrive at a 4-element ULA in the presence of additive white Gaussian noise that is uncorrelated from sensor to sensor. Both signals use Nyquist-shaped pulses with 100% excess bandwidth and have SNR equal to 10 dB. LS-SCORE and Cross-SCORE are both applied to the data, first with $α = 0.25$ and then using the conjugate form with $α = 0$; that is, first the baud-rate feature.
and then the doubled-carrier feature of the first signal is exploited. Similar results are obtained using the cycle frequencies of the second BPSK signal. As shown in Fig. 5, Cross-SCORE adapts more quickly than LS-SCORE because Cross-SCORE adapts both w and c. Convergence is much quicker for doubled-carrier features than for baud-rate features because the feature strength at the doubled carrier is much stronger than at the baud rate; a stronger feature enables more reliable discrimination between the desired signal and the interference, thus reducing convergence time. This is analogous to the fact that the MMSE method adapted with a slightly noisy training signal converges more quickly than the same method adapted with a very noisy training signal. Indeed, the results in Fig. 5 show that Cross-SCORE, using the doubled-carrier feature, converges at nearly the same rate as the MMSE method, which uses perfect knowledge of the signal waveform.

![Graph showing output SINR vs. number of SOI Bauds](image)

Figure 5: Average output SINR of LS-SCORE and Cross-SCORE for different feature choices.

Other performance results are given in Section 4.4.8, and in [5, 6, 7, 72], where it is also shown that, in certain environments in which a baud-rate feature is being used, Cross-SCORE can converge much more quickly than LS-SCORE, in contrast to the results shown in Fig. 5.

### 4.4.3 A Maximum-Likelihood Interpretation

In [81] a constrained conditional maximum-likelihood (CCML) STF is found for unknown cyclostationary signals in stationary zero-mean complex white Gaussian noise having arbitrary unknown spatial covariance matrix. Since the publication of [81], a more complete interpretation, described here, has been developed.

The derivation of the algorithm consists of two steps: 1) the CCML STF is developed to obtain a set of optimal (in the CCML sense) data-derived training signals for the SOIs; and 2) the resulting estimates of the training signals replace the ideal training signal in (11) to yield the spatial filter weights used to estimate the SOI waveforms. The two-step procedure is adopted because it will be seen that the data-derived training signals cannot be high-quality estimates of the SOIs, but they can be effective training signals.

#### Step 1: CCML Data-Derived Training Signal

Before becoming embroiled in the details of the algorithm, the justifications for the qualifiers constrained and conditional are presented.

The STF can be constrained to be LCL-PTV to directly generalize the single cycle frequency transformations (13) and (16) used in LS-SCORE. The general LCL-PTV structure provides a way to exploit multiple cyclostationarity properties simultaneously. Another motivation for using LCL-PTV structures is that it is known that this structure, when properly adopted, yields the minimum MSE for scalar cyclostationary signals in noise [31] (and it's conjectured to yield the MMSE for vector-valued cyclostationary signals). Also, the LCL-PTV filtering structure is both tractable to work with analytically and feasible to implement.

However, other signal properties could also be exploited by simply choosing \( y(n) \) to be some other transformation of \( x(n) \). For example, either of the Kronecker products \( x(n) \otimes x(n - \tau), x(n) \otimes x(n - \tau) \otimes x(n - \tau_2) \), variations of these involving conjugation of some terms, and further variations in which frequency shifts are included, could be useful transformations of \( x(n) \) that yield data-derived training signals. These examples could be appropriate for exploitation of higher-order stationarity or higher-order cyclostationarity. These statistical properties are discussed in depth in [87].

The ML problem is conditional (on the unknown waveforms of the cyclostationary signals) because noise can often be accurately modeled as being stationary and Gaussian, whereas communication signals of interest are almost never Gaussian nor stationary, and their probability distribution functions are typically unknown or virtually intractable to work with. In particular, in some signal interception and signal classification applications, almost nothing might be known about the signals of interest. Also, the conditional ML problem easily admits the user-programmable constraints just described.

The vector of sampled complex envelopes at the output of an \( M \)-element sensor array is denoted by \( x(n) \), which can be modeled under the narrowband assumption by

\[
x(n) = As(n) + l(n)
\]

where \( s(n) \) denotes the vector of \( L \) unknown signals, \( A \) denotes the \( M \times L \) matrix of unknown array response vectors of the signals, and \( l(n) \) denotes the noise. The estimates of the data-derived training signals are constrained to be the linear combinations

\[
\hat{d}(n) = W^H y(n)
\]

where \( y(n) \) is almost any specific realization of the general LCL-PTV form in (8) or another suitable transformation as discussed previously. It is necessary to constrain the
processor structure to something other than the usual linear processor \( \hat{d}(n) = W^H x(n) \) since the resulting solution for \( W \) in this case could be any arbitrary matrix having column-rank equal to \( L \), as will be seen in Section 4.4.6. Furthermore, for the same reason, \( x(n) \) cannot appear in unmodified form in \( y(n) \). Thus, \( \hat{d}(n) \) cannot in general be a high-quality estimate of \( s(n) \), but it will be seen to be a useful training signal.

The constrained conditional likelihood function for the estimates \( \hat{A}, \hat{D}, \) and \( \hat{R}_d \) of \( A, S = \{ s(n) : 1 \leq n \leq N \} \), and \( R_d = \{ r(n) \} \), respectively, is given by

\[
L(\hat{A}, \hat{D}, \hat{R}_d) = \left| \pi \hat{R}_d \right|^{-N} \exp \left\{ -N \left( e(n)^H \hat{R}_d^{-1} e(n) \right) \right\}
\]

where \( e(n) = x(n) - \hat{A} \hat{d}(n) \).

By application of results from matrix calculus [41] and complex gradients of nonanalytic functions [14], it can be shown that the CCML estimates are given by

\[
\hat{R}_d^{(ML)} = \hat{R}_x - \hat{A}^{(ML)} \hat{R}_x^H \hat{R}_d^{-1} \hat{A}^{(ML)} + \hat{A}^{(ML)} \hat{R}_d^{-1} \hat{A}^{(ML)}
\]

and \( \hat{d}(n) \) is given by (21) where \( W \) has \( L \) columns given by any full-column-rank linear combination of the \( L \) most dominant eigenvectors \( E \) of the matrix \( T_y \) defined by

\[
T_y = \hat{R}_y^{-1} \hat{R}_y^{H} \hat{R}_x \hat{R}_x^{-1} \hat{R}_y
\]

That is, \( W_y = EQ \) for any full-rank \( L \times L \) matrix \( Q \).

If, in addition to the constraint on the processor structure, it is required that the estimated signals be uncorrelated, \( W_y^H \hat{R}_y W_y = I \), then the log-likelihood is maximized only by the \( L \) most dominant eigenvectors of \( T_y \) instead of any linear combination thereof; that is, \( W_y = E \). A mathematical result related to the solution (22) was proposed in [112] and proven in [86]. Also, the result of this section includes that in [4] as the special case for which one signal is present \( (L = 1) \) and \( y(n) = x^*(n) \).

An alternate proof of (22) can be obtained by noting that maximizing \( L(\hat{A}^{(ML)}, \hat{D}, \hat{R}_d^{(ML)}) \) is equivalent to maximizing

\[
f(W_y) = \prod_{n=1}^{M} \lambda_n (W_y^H \hat{R}_y^H \hat{R}_x^{-1} \hat{R}_x \hat{R}_y W_y, W_y^H \hat{R}_y W_y)
\]

where \( \lambda_n (\cdot, \cdot) \) denotes the \( n \)th generalized eigenvalue of the matrix pair \( (\cdot, \cdot) \), and then applying the Poincaré Separation Theorem for generalized eigenvalues of a pair of Hermitian matrices (e.g., [62]). In any case, the additional constraint that the estimated signals be uncorrelated yields a unique solution \( W_y \) that can also be obtained from a different perspective as discussed in Section 4.4.4.

**Step 2: Using the Data-Derived Training Signal** In this step, \( \hat{d}(n) \) is used as a training signal to minimize \( MSE(\hat{s}, \hat{d}) \).

Direct substitution of \( \hat{d} = (EQ)^H y(n) \) into

\[
W_x = \hat{R}_x^{-1} \hat{R}_x \hat{R}_y^H \hat{R}_y W_x = I
\]

and algebraic manipulation reveal that \( W_x \) can be any full-rank linear combination of the \( L \) most dominant eigenvectors of \( T_x \).

\[
T_x = \hat{R}_x^{-1} \hat{R}_x \hat{R}_y^H \hat{R}_y
\]

As before, if the elements of \( \hat{s}(n) = W_y^H x(n) \) must be uncorrelated, then the additional constraint \( W_y^H \hat{R}_y W_y = I \) implies that \( W_x \) is exactly the \( L \) most dominant eigenvectors of \( T_x \).

**4.4.4 Canonical Correlation Analysis**

In this section the processor derived in Section 4.4.3 is derived, from a different perspective, as the solution to a canonical correlation analysis (CCA) problem.

The CCML beamformer maximizes the conditional likelihood of the received data subject to the constraint that the training signal estimates of the unknown signals are obtained by means of an LCL-PTV processor (or possibly other processor, as discussed previously). An alternative interpretation is that the CCML beamformer obtains optimal (in the CCML sense) estimates of the unknown signals appearing in the received data set as functions of another data set (which happens to be derived from the received data set in a constrained optimal way). That is, the CCML beamformer obtains estimates of the signals that are common to both the received data \( x(n) \) and the derived data \( y(n) \). In multivariate statistics, this task is referred to as canonical correlation analysis (e.g., [15, 48, 86]).

In the canonical correlation analysis of two data sets \( x(n) \) and \( y(n) \) that are believed to share some number \( L \) of signals jointly denoted by \( s(n) \), it is desired to minimize the mean-squared error between the estimates of \( s(n) \) linearly obtained from \( x(n) \) by a processor \( W_x^H x(n) \) and the estimates of \( s(n) \) linearly obtained from \( y(n) \) by a processor \( W_y^H y(n) \), subject to the constraints that \( W_x^H \hat{R}_x W_x = I \) and \( W_y^H \hat{R}_y W_y = I \). Mathematically, this can be accomplished by minimizing

\[
\left( \| W_x^H x(n) - W_y^H y(n) \|_2^2 \right)^{1/2}
\]

subject to the constraints that \( W_x^H \hat{R}_x W_x = I \) and \( W_y^H \hat{R}_y W_y = I \). The resulting weight matrices \( W_x \) and \( W_y \) are given by the \( L \) most dominant eigenvectors of

\[
T_x = \hat{R}_x^{-1} \hat{R}_x \hat{R}_y^H \hat{R}_y
\]

and

\[
T_y = \hat{R}_y^{-1} \hat{R}_y \hat{R}_x^H \hat{R}_x
\]

respectively.
4.4.5 Contrast Between CCML and CCA

Clearly, \( T_x \) in (26) and \( T_y \) in (22) are identical, which shows that the CCML and CCA frameworks yield identical algorithms when the signal estimates are constrained to be uncorrelated. Thus, a primary utility of having these two approaches is simply a conceptual one, providing the engineer with some flexibility in how the application of interest is modeled or conceptualized.

The CCML conceptual framework is obviously applicable when the spatial covariance of the interference and noise \( i(n) \) is unknown, but it requires that \( i(n) \) be stationary, white, and Gaussian. In contrast, the CCA conceptual framework is not obviously optimum when \( R_x(0) \) is unknown (although from its equivalence with CCML we know it is), but its simple least-squares formulation does not require that \( i(n) \) be stationary, white, or Gaussian.

The other contrast of interest here is that CCML can be formulated without the constraint that the signal estimates be uncorrelated, whereas CCA cannot so easily admit this flexibility. In many applications, uncorrelated signal estimates are required. However, in the presence of multipath it is conjectured (based on results for Cross-SCORE in [7]) that multiple signal estimates, one for each propagation path of a SOI, are obtained by CCML. In this case, the desired action of the processor is to first reject other SOIs, interference, and noise from the multiple signal estimates of a single SOI, and then to linearly combine these multiple estimates to mitigate the multipath. Thus, a benefit of the CCML framework, without the constraint that signal estimates be uncorrelated, is that linearly combining the multipath estimates is the optimal type of processing (in the CCML sense). Note, however, that the CCML framework does not suggest how to choose the weights in the linear combiner. Another adaptive processor (e.g., one of the blind equalization algorithms reviewed in [21], or either of the algorithms in Section 5) could be configured to perform this task.

4.4.6 Special Cases of CCML/CCA

The Cross-SCORE and conjugate Cross-SCORE [7] blind adaptive beamformers are specific realizations of the CCML/CCA beamformer. Two special choices of \( y(n) \) merit consideration. The first choice is \( y(n) = x(n - \tau)e^{j2\pi \alpha n} \) for which each of \( W_x^H x(n) \) and \( W_y^H y(n) \) is a CCML and CCA beamformer. Also, \( W_x^H x(n) \) in this case is exactly the Cross-SCORE blind adaptive STF (19). The block diagram of the signal processor for this case is shown in Fig. 6, although the general CCML/CCA processor can be obtained by replacing the dash-boxed section with the diagram for the appropriate LCL-PTV transformation of \( x(t) \) (i.e., the relevant part of Fig. 4).

Similarly, the second choice is \( y(n) = x(n - \tau)e^{j2\pi \alpha n} \) for which each of \( W_x^H x(n) \) and \( W_y^H y(n) \) is a CCML and CCA beamformer. Also, \( W_x^H x(n) \) in this case is exactly the conjugate Cross-SCORE blind adaptive beamformer (21).

The observation that Cross-SCORE and conjugate Cross-SCORE are CCA beamformers was first made in [74] where it was used only to motivate the Cyclic Correlation Significance Test for estimating the number of signals having a specified cycle frequency (see also Section 7.2.1).

4.4.7 Programmable CCA

Here the restriction on the choice of \( y(n) \) mentioned earlier is discussed, and it is noted that the CCML/CCA framework can exploit a wider variety of signal properties than just those related to cyclostationarity.

From (24) it can be seen that \( y(n) \) should not contain \( x(n) \) as a literal element, since any solution of the form

\[
W_y = \begin{bmatrix} W_x & W \end{bmatrix}
\]

would minimize (24); this observation implies that this CCML/CCA framework cannot directly yield a blind Cyclic Wiener filter.

As alluded to earlier, the CCML/CCA framework need not use an LCL-PTV transformation to obtain \( y(n) \). Indeed, the transformation is entirely up to the user, provided that the restriction just discussed is met. To emphasize this flexibility, the programmable canonical correlation analyzer (PCCA) is proposed, wherein the transformation used to obtain \( y(n) \) is completely programmable by the user. Thus, the PCCA can use many types of signal properties to distinguish between desired signals and interference. A nonexhaustive list of transformations is proposed here:

1. \( y(n) \) is a frequency-shifted (by \( \alpha \)) and delayed (by \( \tau \)) version of \( x(n) \) or \( x^*(n) \), which yield the Cross-SCORE and conjugate Cross-SCORE algorithms, respectively; this defines as SOIs those signals that exhibit cyclostationarity or conjugate cyclostationarity with cycle frequency \( \alpha \), and can be generalized to multiple frequency shifts, multiple delays, and prefiltering.
2. \( y(n) \) is the output of a band-stop (or band-pass) LTI filter applied to \( x(n) \); this defines as SOIs those signals that have spectral support outside (or inside) the stop-band (or pass-band), and can be generalized to more complicated regions of spectral support.
3. \( y(n) \) is a delayed version of \( x(n) \); this defines as SOIs those signals for which the coherence time is greater than or equal to \( \tau \).
4. $y(n)$ is the output of a temporal interval-stop (gating) device applied to $x(n)$; this defines as SOIs those signals that are active outside the stop intervals.

5. $y(n)$ is the narrowband (or wideband) output of an adaptive spectral-line enhancer applied to $x(n)$; this defines as SOIs those signals that are relatively narrowband (or wideband).

6. $y(n)$ is the enhanced (or degraded) output of a spectral-correlation enhancer (a blind adaptive LCL-PTV filter) applied to $x(n)$; this defines as SOIs those signals that exhibit (or don't exhibit) cyclostationarity at a specified cycle frequency $\alpha$.

7. $y(n)$ is the constant modulus (or nonconstant modulus) output of an LTI filter (or LTI canceller) adapted by the constant modulus (CM) algorithm (CMA); this defines as SOIs those signals that have (or do not have) constant modulus.

8. $y(n)$ is the output of a demodulation/remodulation device that is applied to $x(n)$ and is structured to select FM, PM, FSK, or PSK signals.

9. $y(n)$ is the output of a nonlinear transformation such as $x(n) \otimes x(n) \otimes x(n), x(n) \otimes x(n) \otimes x^*(n), x(n) \otimes x(n) \otimes x(n), x(n) \otimes x(n) \otimes x^*(n)$, or time-variant nonmemoryless generalizations thereof, where $\otimes$ denotes the elementwise product and $\otimes$ denotes the Kronecker product; this defines as SOIs those signals that have the higher-order stationarity or higher-order cyclostationarity properties selected for by the chosen transformation.

Although empirical results on the performance of Cross-SCORE for finite numbers of time samples are available in [5, 6, 7, 35, 72, 81], no analytical results are available, such as the mean and variance of the output SINR as a function of the number $N$ of time samples. It is likely that existing results in the multivariate statistics literature on the behavior of canonical correlation analyzers could be applicable to the performance analysis of Cross-SCORE and the CCML/CCA generalizations thereof. Also, as mentioned, it is of interest to determine whether the coherent combination of $W_n^T x(n)$ and $W_n^T y(n)$ is useful as an LCL-PTV STF.

### 4.4.8 Simulation Results

Here the performance of the CCA beamformer is briefly illustrated via computer simulations as in [81].

In the simulated environment, a 4-element ULA having half-wavelength sensor-spacing receives 2 BPSK signals in the presence of stationary complex white Gaussian noise. The two signals are spectrally overlapping and have equal signal-to-noise ratios (SNRs) but arrive from different directions (0 and 20 degrees) and have different baud rates (0.25 and 0.33 times the sampling rate). The average output SINR was obtained by averaging the output SINRs from one hundred independent trials. Two different input SNRs (0 dB and 10 dB) are considered. In each case, the average output SINR is evaluated for different numbers of cycle frequencies $\alpha$ and filters $h_\alpha(n) = \delta_{\alpha - \tau}$ in (8). In particular, 6 combinations of one or two values of $\alpha$ (0.25 and -0.25) and 3 values of $\tau$ (0, 1, and -1) are considered; since these values of $\alpha$ correspond to cycle frequencies of the BPSK signal with baud rate 0.25 (because the cyclic autocorrelations at these cycle frequencies and lags $\tau$ are nonzero), this signal is extracted by the spatial filter. If $\alpha$ were chosen to be 0.33 and/or -0.33, then the other BPSK signal would be chosen. If only one value of $\alpha$ and one value of $\tau$ are used, then the CCA beamformer is equivalent to the Cross-SCORE beamformer. As seen in Figs. 7 and 8, the use of multiple values of $\alpha$ and $\tau$ substantially improves convergence, with between one-half and one-eighth as many data samples required to achieve the same performance as Cross-SCORE.

![Figure 7](image1.png)  
**Figure 7:** Average output SINR for different numbers of cycle frequencies and lags. The input SNR is 0 dB.

![Figure 8](image2.png)  
**Figure 8:** Average output SINR for different numbers of cycle frequencies and lags. The input SNR is 10 dB.
4.4.9 Phase-SCORE

One very important occurrence of multiple spectrally overlapping SOIs having the same cycle frequency \( \alpha \) is in modern communication networks based on code-division multiple-access (CDMA). In CDMA, multiple signals can share the same spectral band because each has the unique code used by the transmitter to spread the message signal across a wide spectral band which is also used by the receiver to despread it. However, this code does not despread the signals of other users but instead spreads them even further. Depending upon the choice of spreading codes, the feature strengths of the CDMA signals of the multiple users can be identical. Thus, in this application, Cross-SCORE’s requirement that each SOI has a different feature strength (to enable signal separation) is especially restrictive. However, unless the network is synchronous (i.e., all users are synchronized to a single symbol clock), the cyclic correlation coefficients \( \rho_{m,n}^\alpha(t) \) will have different values even if the feature strengths are the same. This result follows because the phase of \( \rho_{m,n}^\alpha(t) \) is linearly dependent on the phase of the symbol clock when \( \alpha \) is a harmonic of the symbol rate. Thus, the task of signal separation may be viewed as one of designing a SCORE-like algorithm that preserves this phase information.

An ad hoc solution can be obtained from the noiseless infinite-time analysis (19) by simply deleting \( R_{xx}^{-1}R_{xx}^{\alpha \alpha} \) from the left-hand side to obtain

\[
R_{xx}^{\alpha \alpha}(t)g_i = \lambda_i R_{xx}g_i \quad \text{for} \quad i = 1, \ldots, L_x. \tag{27}
\]

Here, perfect signal separation (i.e., \( [g_1, \ldots, g_{L_x}] \) is a permutation of \( I \)) occurs only when the SOIs are uncorrelated and \( \rho_{m,n}^\alpha(t) \neq \rho_{m,n}^\alpha(t) \) for all \( m \neq n \). That is, the phase information of the feature at \( \alpha \) is preserved and is used to distinguish each signal from the others. Working backwards from (27) yields the Phase-SCORE algorithm

\[
\tilde{\hat{R}}_{xx}^{\alpha \alpha}(t)w = \lambda \tilde{\hat{R}}_{xx}w. \tag{28}
\]

As shown in [7] and [72] via computer simulations, Phase-SCORE can separate SOIs having the same feature strengths but different feature phases (e.g., caused by the signals having different timing of their symbol clocks).

As with Cross-SCORE, analytical results for finite-time performance of Phase-SCORE are desirable but currently unavailable. Unlike Cross-SCORE, which has been reinterpreted as a particular instance of the canonical correlation analyzer, or as the solution to a particular constrained conditional maximum-likelihood problem, no link between Phase-SCORE and existing methodology in multivariate statistics has been found. Furthermore, it is unclear (at least to the author as of this writing) whether Phase-SCORE is the solution to an optimization problem or it is a purely ad hoc algorithm. Also, it is not clear if Phase-SCORE can be extended to accommodate multiple cycle frequencies or if it can exploit features associated with the cyclic conjugate correlation (e.g., features at the doubled carrier frequency).

4.4.10 Wideband SCORE

SCORE can also be applied to wideband environments in which the received data \( x(t) \) can be modeled in terms of finite-time Fourier transforms (FTFT):

\[
\tilde{x}(t, f) = \sum_{t=1}^{L_x} \tilde{a}(t, f) \tilde{r}(t, f) + \tilde{i}(t, f) = \tilde{A}(\Theta, f) \tilde{r}(t, f) + \tilde{i}(t, f), \tag{29}
\]

where \( \tilde{x}(t, f) \) is the FTFT of the received data, \( \tilde{a}(\theta, f) \) is the transfer function of the array for a signal arriving from angle \( \theta, \tilde{r}(t, f) \) is the FTFT of the \( L_x \) cyclostationary signals impinging on the array from angles \( \theta_1, \ldots, \theta_{L_x} \), respectively, and having cycle frequency \( \alpha \), and \( \tilde{i}(t, f) \) is the FTFT of all other signals and noise that do not have cycle frequency \( \alpha \). The approximation in (29) holds well if the FTFT integration time \( \Delta \) is greater than the duration of the impulse response of the array. Similarly, the FTFT of the \( l \)th extracted signal is given by

\[
\tilde{x}(t, f) = \tilde{w}_l(t, f) = \tilde{r}(t, f) + \tilde{i}(t, f) \tag{30}
\]

Application of the SCORE concept to this problem can be pursued by reexpressing it as a CCA problem. Notice that the FTFT \( \tilde{y}(t, f) \) of the auxiliary signal defined by \( y(t) = x(t) e^{j2\pi\alpha t} \) is given by

\[
\tilde{y}(t, f) = \tilde{x}(t, f - \alpha)
\]

\[
= \tilde{A}(\Theta, f - \alpha) \tilde{r}(t, f - \alpha) + \tilde{i}(t, f - \alpha). \tag{30}
\]

Since \( \tilde{r}(t) \) is cyclostationary with cycle frequency \( \alpha, \tilde{r}(t, f - \alpha) \) is correlated (shares a common component) with \( \tilde{x}(t, f) \). Consequently, a solution based on canonical correlation analysis can be found for each value of \( f \):

\[
\tilde{S}_{xx}(f) \tilde{S}_{xx}(f)^{-1} \tilde{S}_{xw}(f) \tilde{w}(f) = \lambda^{[o]}(f) \tilde{S}_{xw}(f) \tilde{w}(f) \tag{31}
\]

\[
\tilde{S}_{xx}(f) \tilde{S}_{xx}(f)^{-1} \tilde{S}_{xx}(f) \tilde{i}(f) = \lambda^{[o]}(f) \tilde{S}_{xw}(f) \tilde{i}(f). \tag{32}
\]

where \( \tilde{S}_{xx}(f) \) is the estimated cross-correlation matrix of \( \tilde{x}(t, f) \) and \( \tilde{i}(t, f) \) (and can also be interpreted as the cross-periodogram matrix of \( x(t) \) and \( r(t) \)).

Other details of the method, including the regions over which \( \tilde{w}(f) \) and \( \tilde{i}(f) \) are defined, are given in [79]. Also, as discussed in [79], Wideband SCORE differs from the frequency-dependent SCORE method presented in [3], which typically requires that a complicated set of coupled mixed matrix equations be solved, which hinders practical application.

4.5 Application Examples

In this section two specific applications of blind-adaptive spatial filtering to digital communication systems are summarized. In the first application, the Cross-SCORE
algorithm forms the basis for a completely new architecture for a land mobile digital cellular radio system that accommodates a substantially greater number of users than existing or proposed systems. In the second application, the Wideband SCORE algorithm is applied to a direct-sequence spread spectrum communication system to reduce the amount of processing gain required from spreading alone, thereby allowing an increase in channel capacity and/or a decrease in bit error rate.

Both of the examples to be presented here are based on the results of computer simulations. A standing open problem in this regard (and, indeed, in the case of many signal-processing algorithms in sensor array processing) is to test the algorithms on real data from an actual sensor array.

4.5.1 Digital Cellular Radio

Demand for mobile communication continues to increase as it becomes easier to use, is more widely available, and offers a greater variety of services. The need for new mobile communication systems having increased spectral efficiency relative to current systems is compounded by increasing demand for radio spectrum allocations from other communication services. Various temporal processing schemes have been proposed for increasing spectral efficiency, including time division multiple access (TDMA) and frequency division multiple access (FDMA), although code division multiple access (CDMA) might offer the greatest potential increase in capacity (e.g., see [37, 51, 57]) in addition to inherently mitigating the effects of multipath. However, except for modifications of these schemes that use fixed multibeam or multisector antennas to further increase capacity, which is roughly equivalent to subdividing each cell into smaller cells, none of these schemes fully exploits the multiplicity of spatial channels that arises because each mobile user occupies a unique spatial location.

All schemes use a large-scale form of space division multiple access (SDMA) by dividing a large geographic area into cells. The mobile users within each cell are served by a base station, shown in Fig. 9 as being at the center of each cell.

Some proposed schemes use SDMA via spatial filtering within each cell to separate spectrally overlapping signals from different users, and have potential increases in spectral efficiency over conventional analog FM-FDMA schemes of a factor of 30 or more (cf. [35, 90]). These schemes adapt the antenna array either by estimating the directions of arrival of the spectrally overlapping signals and then using these estimates to compute appropriate weights for the spatial filter [8], or by minimizing the time-averaged squared error between a known training signal and the output of the spatial filter [42, 90, 105, 111]. In either case, the properly adapted array at the base station can spatially separate spectrally overlapping users in the same cell, as shown in Fig. 10 (where multipath is neglected for clarity).

The schemes based on direction estimation have numerous disadvantages, including computationally intensive algorithms, poor performance in the presence of multipath signals arriving from different directions, the need to measure, store, and update array calibration data, and considerable sensitivity to errors in the array calibration data. The schemes that require a training signal have different disadvantages, including the need to use capacity to periodically transmit the training signal, the need to synchronize the received and locally generated copies of the training signal, and the need to adaptively increase or decrease the duration of the training signal to accommodate varying levels of interference.

The scheme proposed in [35] and described here uses spatial, temporal, and frequency-division multiplexing to allow multiple users to communicate simultaneously, and so is referred to here as a space-time-frequency division multiple access (STFDMA) scheme. This STFDMA scheme has some things in common with the scheme proposed in [42], but the former does not require any reference (training) signal because Cross-SCORE is used instead to adapt the array. Unlike schemes that
rely solely on frequency, time, or code division multiplexing and thus use only one spatial channel, the proposed scheme exploits space as well as partial time and frequency division multiplexing and thus uses multiple spatial, temporal, and spectral channels.

An adaptive antenna array at the base station separates the temporally and spectrally overlapping received signals of different users in the cell and transmits directionally to each user, exploiting multipath when present. Users whose signals arriving at the base station are spatially separable can be assigned to spectral bands that are completely spectrally overlapping, and users whose signals arriving at the base station are spatially inseparable can be assigned to disjoint spectral bands. In practice, channel assignments might be made without determining spatial separability; detection of substantial interference in another user's signal could trigger an automatic reassignment. Also, signals coming from the individual users can be assigned to time intervals that are interleaved with those assigned to signals coming from the base station. Under the assumption that users are sufficiently well distributed throughout the cell, all available spatial and spectral channels can be used effectively. Since the number of multiplexed spatial channels that can be separated from each other by the antenna array is approximately equal to the number of antenna elements in the array (which can be quite large), overall capacity can be much greater than schemes using a single spatial channel. Also, unlike adaptive array schemes that require direction estimation processors or known training signals, the proposed scheme uses the conjugate Cross-SCORE algorithm (cf. Section 4.4.2), and thus does not require array calibration data or computationally intensive multidimensional searches nor does it waste channel capacity by transmitting a training signal.

4.5.2 The Proposed STFDMA Scheme

As shown in Fig. 11, the scheme uses TDM of reception (Rx, or uplink) and transmission (Tx, or downlink) frames for a given user so that a spatial filter adapted during reception can be used for transmission. Thus, spatial directivity is preserved for both. Up to 10 users share the same carrier frequency and are separable by the TDM scheme shown in Fig. 11. Thus, the data rate of each user's vocoded speech is 8 kb/s, which must then be doubled due to TDM of Rx and Tx, and multiplied further by a factor of 10 due to TDM of 10 users, to yield an instantaneous data rate of 160 kb/s. The signals are BPSK using 100% excess-bandwidth Nyquist-shaped pulses, for a signal bandwidth of 320 kHz. This data rate is high enough that a sufficient number of independent time samples can be collected for adaptation of the spatial filter over a period of roughly 500 μs, which is short enough that the propagation environment is approximately stationary, given a typical fast fading rate of 100 fades/s for land mobile radio.

As shown in Fig. 12, carrier assignments for different groups of 10 TDM'd users can be such that their signals are almost completely spectrally overlapping, provided that the users assigned to the first TDM time slot in different groups are spatially separable, and similarly for the users assigned to the second through the tenth TDM time slots. Since only one user having a particular carrier frequency is active at any given time, conjugate Cross-SCORE is used to adapt a spatial filter to separate that user from all other users. The number of spatially separable users is limited by the number of antennas in the array, which in turn is limited by convergence-time considerations.

In general, for a total system-bandwidth $B_s$, single-user channel-bandwidth $B_c$, frequency-reuse factor $r$, and minimum carrier separation $f_{sep}$, the maximum number $L$ of users that can be accommodated in one cell by the frequency allocation scheme in Fig. 12 is $L = 10(B_c/r - B_c)/f_{sep} + 10$. The number $M$ of antenna elements required to separate these signals is bounded from below by the number $K$ of users whose signals are spectrally overlapping with any given user's signal, where $M > K = 2(B_c/f_{sep} - 1)$. Using $B_c = 320$ kHz and $f_{sep} = 10$ kHz, at least 63 antenna elements (which can be omnidirectional) are needed to separate the signals of all users, assuming that the energy from each user arrives at the base station from a single direction, and assuming that the users are uniformly distributed throughout the cell. In practice, more antenna elements might be required to achieve adequate performance at full capacity in the presence of spatially separable multipath, although fewer antenna elements can suffice if a lower capacity is opted for and appropriate channel allocation is done. Also, adaptive equalization should follow the spatial filtering to mitigate the time-smearing effects of multipath.

4.5.3 Capacity Example

For the purpose of comparing the potential increase in capacity due to the proposed SCORE-STFDMA scheme relative to the analog FM-FDMA, TDMA, and CDMA schemes as considered in [51], consider a total system-bandwidth of
$B_t = 12.5$ MHz. In the following comparison, the number of channels needed by each user in the FM-FDMA, TDMA, and CDMA schemes is two (one for transmission and one for reception), and one channel is needed by each user in the proposed scheme because transmission and reception are multiplexed in time. With FM-FDMA, using a channel bandwidth of $30$ kHz, 2 channels per user, and a frequency reuse factor of 7 yields 30 users per cell. With TDMA, using a channel bandwidth of $30$ kHz with three time slots for TDMA, 2 channels per user, and a frequency reuse factor of 4 yields 150 users per cell. With CDMA, using 2 channels per user, a frequency reuse factor of 1, sectorization of 3, and voice activity factor of $3/8$ yields 1200 channels per cell [51] or 600 users per cell. With the proposed SCORE-STFDMA scheme, using a channel bandwidth of $320$ kHz, 1 channel per user, a frequency reuse factor of 3, and a carrier separation of $10$ kHz yields up to 3850 users per cell. Decreasing the carrier separation to $5$ kHz allows up to 7700 users per cell at the expense of doubling the number of antennas. If future evaluations of SCORE-STFDMA show that the spatial directivity at the base station allows the frequency reuse factor to drop from three to one, then the capacity of SCORE-STFDMA would triple.

These results are summarized in Table 1.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FM-FDMA</th>
<th>TDMA</th>
<th>CDMA</th>
<th>$f_{sep} = 10$ kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users/cell</td>
<td>30</td>
<td>150</td>
<td>600</td>
<td>3850</td>
</tr>
<tr>
<td>Rel. Eff.</td>
<td>1</td>
<td>5</td>
<td>20</td>
<td>128</td>
</tr>
</tbody>
</table>

**4.5.4 Performance**

In this section results of computer simulations of the proposed SCORE-STFDMA scheme illustrate its potential.

The antenna array consists of 64 omnidirectional elements spaced one-half wavelength apart on a circle that is coplanar with the mobile units (i.e., the elevation angle is assumed to be negligible). This would require an array diameter of 3 meters for a system center frequency of 1 GHz, which is reasonable for a base station. The noise is zero-mean complex temporally-white Gaussian noise that is independent and identically distributed for each sensor. The signal-to-noise ratio (SNR) of each signal is defined to be the power of this signal received along the direct path divided by the power of the noise on a single sensor. The signal-to-interference-and-noise ratio (SINR) of the output is defined to be the power of the desired signal components in the output divided by the power of everything else in the output. The signals from the mobile units are independent BPSK signals having Nyquist-shaped pulses with 100% excess bandwidth and baud rate of 160 kbps. The carrier separation $f_{sep}$ is 10 kHz, and the data collection interval is 500 µs. The average output SINR is computed for the signal having zero carrier offset, which is referred to hereafter as the desired signal. Although the direction of arrival of the desired signal is 0 degrees in these simulations, any direction of arrival is allowable since SCORE does not require knowledge of the directions of arrival of any of the signals.

Fifty independent trials are performed for each combination of one and two multipath reflections having nominal angular separation of one and five degrees from the direct path. The direct-path signals and multipath reflections of 48 spectrally overlapping users are present, with each of the direct-path signals having SNR of 10 dB. The directions of arrival of the direct-path signals from the mobile units are nominally equally spaced on the interval $[-180, 180]$ degrees with a random perturbation in each direction of up to 2 degrees to more accurately model a typical environment. The multipath reflections each have SNR 0 dB (10 dB less than the direct-path signal) and have phases that are independent and uniformly distributed on the interval $[0, 2\pi]$ radians. Each reflection is nominally separated by 1 or 5 degrees from its direct-path signal with a random perturbation of up to 1 degree to more accurately model a typical environment. Even in the presence of this multipath, the SCORE algorithm attains a high average output SINR as shown in Table 2. The results in Table 2 demonstrate that SCORE coherently combines the direct and reflected paths of the desired signal to increase the output SINR. A typical antenna pattern of the spatial filter in this environment that extracts the desired signal and rejects the signals of other users is shown in Fig. 13. More extensive results showing the bit error rate of this scheme can be found in [82].

<table>
<thead>
<tr>
<th># of multipath reflections</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angular sep. of multipath</td>
<td>$-$</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Average output SINR (dB)</td>
<td>19.3</td>
<td>19.6</td>
<td>20.0</td>
</tr>
</tbody>
</table>

[‡] Much work remains to be done on the use of SCORE-adapted antenna arrays for increasing capacity in wireless communications. In particular, simulations are needed that use more realistic models of the propagation environment (i.e., to properly model the multipath “seen” by the base station as it receives the signals from the mobile units, and to account for cochannel interference from nearby cells), and that evaluate the bit error rate (BER) after spatial filtering and equalization is performed. It also remains to be investigated whether SCORE could be applied to a preexisting standard such as the North American standard IS-54 [22] (cf. [40]) for digital cellular TDMA to either increase capacity or improve signal quality. Further work evaluating and improving the methods of Section 5 for use in existing and proposed systems is also needed. And, the more general problem of purposely designing a communication system to exploit LCL-PTV STF remains open.
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4.5.5 Performance Improvement for a Spread Spectrum System

In this example, the Wideband SCORE method of Section 4.4.10 is used to extract a low-SNR BPSK direct-sequence spread spectrum signal of interest hidden beneath five high-SNR narrowband BPSK signals.

The array is linear and consists of four identical equi-spaced omnidirectional sensors; the sensor spacing is equal to one-half of the wavelength corresponding to the highest frequency in the receiver band. The lowest RF frequency is 0.75 times the highest, yielding a relative bandwidth (defined here as the ratio of the width to the center frequency of the receiver band) of about 28%. The noise consists of stationary complex white Gaussian noise that is uncorrelated from sensor to sensor. The signals not of interest (SNOIs) are identical BPSK signals having bit rate 1/10 (normalized to the sampling rate) and independent and identically distributed (i.i.d.) random bit sequences and Nyquist-shaped pulses with 100% excess bandwidth. Five such SNOIs having carrier offsets (relative to the center frequency of the receiver band and normalized to the sampling rate) −2/5, −1/5, 0, 1/5, and 2/5 arrive from −20 degrees, 10 degrees, −10 degrees, 40 degrees, and 0 degrees, respectively. Each SNOI has inband SNR (defined here as the ratio of the signal power to the power of the noise within the band occupied by the signal) equal to 15 dB. The signal of interest (SOI) is a BPSK signal having chip rate 1/2 with chip sequence modeled as an i.i.d. random bit sequence, and rectangular chip pulses; it has zero carrier frequency offset and arrives from 25 degrees. The SNR of the SOI is −5 dB, for a total SNIR of −20 dB.

One hundred independent trials are conducted in which the Wideband SCORE algorithm is applied using $\alpha = 1/2$ to extract the SOI. The wideband data is decomposed into data from eight spectrally disjoint subbands using an FFT channelizer, such that each subband closely follows the narrowband model. These subbands are spatially filtered by Wideband SCORE to obtain a channelized estimate of the SOI. The average SINR (averaged over the 100 trials) of the extracted signal in each of the

eight subbands is plotted in Fig. 14 for different numbers $N$ of data samples used to compute the weight vector.

![Figure 14: Average SINR (averaged over 100 trials) in each of the 8 subbands of SCORE processor output, plotted for different numbers $N$ of data samples: 128, 256, 512, ..., 6144. The input SINR at the first sensor and the maximum attainable output SINR are shown at the extreme bottom and top of the graph, respectively.](image)

These results indicate that the use of a sensor array for this cochannel interference problem could be exploited in the design of a spread spectrum communication system to accomplish either of two objectives without requiring a training signal or other potentially troublesome prior knowledge: 1) reduce the bit error rate in the despread SOI while keeping the spreading factor constant, or 2) allow a much smaller spreading factor to be used at the transmitter while keeping the bit error rate constant. For example, in a typical application a spreading factor (processing gain) of about 1000 might be needed without the use of the array to overcome the −20 dB SINR of the spread signal. In contrast, the increase in output SINR of between 10 dB and 20 dB due to the SCORE processor implies that a much lower spreading factor between 100 and 10, respectively, would be needed.

The results also indicate that in signal interception applications, the SINR of the SOI at the output of the SCORE processor could be sufficiently high that a blind despreading technique might be applied successfully.

4.6 Summary

Several blind adaptive spatial filtering algorithms are available, although their performance is not thoroughly understood and none appears to be statistically optimum and devoid of undesirable behavior. Nonetheless, their performance and capabilities suggest that blind adaptive spatial filtering and blind adaptive LCL-PTV STF may
significant improve the performance (i.e., signal quality and capacity) of communication systems relative to that obtained from conventional methods.

5 SPATIAL AND FRACTIONALLY SPACED TEMPORAL EQUALIZATION

In this section two alternatives to the existing SCORE framework are discussed. Both alternatives directly address the problem of blindly adapting a fractionally spaced equalizer (for either a single channel or for multisensor data) for banded digital communication signals such as PAM, QAM, ASK, and PSK. However, the emphasis here is on using spatio-temporal degrees of freedom to compensate for channel distortion rather than multiple SOIs, SNOIs, and noise.

Fractionally spaced equalizers (FSE) (cf. Section 7.4 of [38], or any standard text on digital communications) for single-sensor data are widely used in digital communication systems to compensate for channel distortion. FSEs filter the received data (typically sampled at two or four times the baud rate) and then sample the filtered output at the baud rate to obtain a stream of estimated symbols. Provided that the LTI filter in the FSE is chosen properly, it can be shown that this structure is the optimum linear receiver for PAM signals corrupted by linear channel distortion and additive stationary noise. The FSE structure can also be understood in terms of LCL-PVT filtering (also called LCL frequency-shift filtering or LCL-FRESH filtering), as discussed in [23, 32].

Tutorial overviews of equalization in digital communication systems can be found in [59, 61], and additional discussion of blind equalization can be found in [21] and references therein. Most of the blind channel identification and equalization methods studied to date have exploited the fact that well-equalized baud-sampled data should have samples drawn from a finite alphabet, or that the higher-order statistics of the baud-sampled data can be used to infer the effective channel seen by the symbol stream as it propagates through the modulator, transmitter, propagation channel, and receiver. In contrast, the methods considered in [21, 94] and the new method proposed in Section 5.2 exploit only the second-order cyclostationarity of the fractionally sampled data, a property which is destroyed by the baud-sampling typically performed prior to application of most blind equalization methods. Unlike the second-order statistics of stationary data, the second-order statistics of cyclostationarity data have been shown to be sufficient to perform identification and equalization of nonminimum-phase channels [21, 94].

5.1 The Blind FSE of Tong, Xu, and Kailath

In this section the blind channel identification and equalization method of Tong, Xu, and Kailath, referred to here as the TXK method for the sake of brevity, is presented here as the solution to a least-squares problem. The method and an algebraic derivation is presented in [93] and is generalized in a straightforward way in [94] to accommodate multiple sensors. It accommodates arbitrary time-limited pulse shapes and channel distortion but requires that the noise be spatially and temporally white (i.e., it has no interference rejection capability).

The TXK method performs blind adaptive temporal equalization of a noisy distorted QAM signal,

\[
x(n) = \sum_{k=-\infty}^{\infty} h(n-kT)s(k) + i(n)
\]

(33)

received at a single sensor, where \([s(k)]\) is the stream of independent symbols, \(T\) is the symbol period, and \(h(n)\) is the unknown distorted pulse. In [93, 94], the TXK method is derived by exploiting various signal subspace properties of the ideal correlation matrices of the received data to yield an algebraically motivated solution. In [94], the straightforward extension to sensor array or multichannel data is proposed by replacing \(x(\cdot)\) in (33) by the received data \(x(\cdot)\) at the output of the sensor array, and replacing \(h(\cdot)\) by the multisensor impulse response \(h(\cdot)\). This general case is used in this section.

The method operates on the vector-stationarized data

\[
z(k) = \begin{bmatrix} x(kT) \\ \vdots \\ x(kT + KT - 1) \end{bmatrix} = Hs(k)
\]

(34)

where

\[
H = \begin{bmatrix} h(-(k_0 + 0)T) & \cdots & h(-(k_0 + d - 1)T) \\ \vdots & \ddots & \vdots \\ h(KT - 1 - (k_0 + 0)T) & \cdots & h(KT - 1 - (k_0 + d - 1)T) \end{bmatrix}
\]

and

\[
s(k) = \begin{bmatrix} s(k_0 + k) \\ \vdots \\ s(k_0 + k + d - 1) \end{bmatrix}
\]

with \(K\) equal to any integer, \(k_0\) equal to an arbitrary integer (e.g., zero for simplicity), and \(d\) equal to a best guess of the number of symbols that contribute significantly to any given sample of the signal (i.e., the estimated number of samples in the distorted pulse \(h(n)\), divided by \(T\)). In addition to reexpressing the data as the stationary output of a multidimensional LTI system, this representation is useful because the autocorrelations \(R_{xx}(0)\) and \(R_{xx}(1)\) exhibit a special structure, namely \(R_{xx}(0) = HH^H + \sigma^2 I\) and \(R_{xx}(1) = HJH^H + \sigma^2 JT\), where the superscript \(T\) here temporarily denotes exponentiation, not transposition. This structure is exploited by the TXK method as described in [94].

The objective is to identify the channel \(h(n)\) through which the symbols are sent, equalize the channel, and estimate the symbol values. The equalization structure is
constrained to be linear, with the estimated symbols \( \hat{s}(k) \) given by

\[
\hat{s}(k) = W^H z(k).
\]

Thus, not only must \( d \) be long enough that the estimated channel can be a reasonable approximation of the true channel, but \( K \) must be large enough that the equalization filter \( W \) can adequately compensate for the distortion.

Here, the TXK method for blind adaptive spatio-temporal equalization is rederived as the solution to a least-squares problem for a finite data set:

\[
\min_{\hat{W}} \left\{ \left\| \hat{z}(k) - \hat{H} \hat{s}(k) \right\|^2 \right\}_{N/T},
\]

where the time average \( \langle \cdot \rangle \) is taken over the symbol index \( k \), the estimated symbols are \( \hat{s}(k) = W^H z(k) \), and the autocorrelations of \( \hat{s} \) are restricted to obey \( \hat{R}_{\hat{H}}(0) = I \) and \( \hat{R}_{\hat{H}}(1) = J \), with

\[
J = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 1 \\
0 & \cdots & \cdots & 0 & 0
\end{bmatrix}.
\]

Reexpressing the cost function (35) in terms of estimated correlations and minimizing with respect to \( W \) yields the solution

\[
W = \hat{H} \left( \hat{H}^H \hat{H} \right)^{-1}.
\]

Substituting this solution into (35) and minimizing with respect to \( \hat{H} \) can be shown to lead to the maximization problem

\[
\max_{\hat{H}} \text{tr} \left\{ \hat{H}^H \hat{R}_{\hat{H}}(0) \hat{H} \right\},
\]

where \( \hat{H} = \hat{H} \left( \hat{H}^H \hat{H} \right)^{-1} \hat{H}^H \), which in turn is equivalent to

\[
\max_{\hat{H}} \text{tr} \left\{ \hat{H}^H \hat{R}_{\hat{H}}(0) \hat{H} \right\}.
\]

Expressing the problem in terms of the SVD of \( W = U \Sigma V^H \) yields the constrained optimization problem

\[
\max_{\hat{W}} \text{tr} \left\{ U \Sigma \hat{R}_{\hat{H}}(0) \Sigma V^H \right\}
\]

subject to

\[
V \Sigma U^H \hat{R}_{\hat{H}}(0) U \Sigma V^H = I,
\]

\[
V \Sigma U^H \hat{R}_{\hat{H}}(1) U \Sigma V^H = J.
\]
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Straightforward manipulations reveal that maximization subject to the first constraint requires that \( U \) equals the \( d \) most dominant eigenvectors of \( \hat{R}_{\hat{H}} \) and \( \Sigma \) equals the reciprocal of the square root of the corresponding eigenvalues. The second constraint then defines \( V \).

This derivation leads to the same algorithm as obtained in [93, 94] by a different, algebraically motivated argument for the single-channel case. However, the second constraint can be satisfied only if the matrix \( U \Sigma U^H \hat{R}_{\hat{H}}(1) U \Sigma \) has Jordan form \( J \), which occurs with probability zero due to finite averaging time. A possible solution to this dilemma is given without proof (but motivated by standard practices in the sensor array processing literature) in [93, 94].

5.2 Another Blind FSE

Partially motivated by the least-squares derivation of the TXK method, another algorithm that blindly adapts an FSE is proposed here.

As before, let

\[
x(kT + n) = \sum_{l=-\infty}^{\infty} h(n - lT) s(l + k) + \hat{i}(kT + n)
\]

be a bauded communication signal distorted by an unknown multisensor channel having impulse response \( h(n) \), where \( T \) is the baud period, \( s(k) \) is the \( k \)th symbol (unknown), and \( \hat{i}(n) \) is unknown noise. Provided that \( h(n) \) decays sufficiently fast as \( |n| \to \infty \), \( x(kT + n) \) can be approximated by

\[
x(kT + n) \approx \sum_{l=-L}^{L} h(n - lT) s(l + k) + \hat{i}(kT + n).
\]

For most physical channels of interest, this simply means that \( L \) is sufficiently large, or equivalently, that only \( 2L + 1 \) symbols contribute significantly to any particular baud period of the signal. Defining

\[
y(k) = \begin{bmatrix}
x(kT) \\
x(kT + 1) \\
\vdots \\
x(kT + T - 1)
\end{bmatrix}, \quad \hat{\hat{h}}(k) = \begin{bmatrix}
h(-kT) \\
h(-kT + 1) \\
\vdots \\
h(-kT + T - 1)
\end{bmatrix},
\]

\[
\hat{\hat{i}}(k) = \begin{bmatrix}
i(kT) \\
i(kT + 1) \\
\vdots \\
i(kT + T - 1)
\end{bmatrix}
\]

and

\[
s(k) = [s(-L + k), s(-L + 1 + k), \ldots, s(L + k)]^T,
\]

(36) can be expressed as
where \( \mathbf{H} = \begin{bmatrix} \mathbf{h}(-L) & \mathbf{h}(-L+1) & \cdots & \mathbf{h}(L) \end{bmatrix} \). It is noted that \( \mathbf{H} \) as defined here is unstructured because \( y(k) \) contains only a single baud period of the signal, whereas \( \mathbf{H} \) as defined in the TKX method is a block Toeplitz matrix.

The signal is filtered by an FIR filter of length \((2K+1)T\) samples to yield an estimate of the symbol stream,

\[
\hat{s}(k) = \begin{bmatrix} w_{-K} & w_{-K+1} & \cdots & w_K \end{bmatrix}^H \begin{bmatrix} y(k-K) \\ y(k-K+1) \\ \vdots \\ y(k+K) \end{bmatrix} = \mathbf{w}^H \mathbf{z}(k), \tag{38}
\]

and thus the vector \( \hat{s}(k) \) of symbol estimates is given by

\[
\hat{s}(k) = \mathbf{W}^H \begin{bmatrix} y(k-K-L) \\ y(k-K-L+1) \\ \vdots \\ y(k+K+L) \end{bmatrix} = \mathbf{W}^H \mathbf{z}(k), \tag{39}
\]

where \( \mathbf{z}(k) \) is defined in the obvious way and \( \mathbf{W} \) is a block Toeplitz matrix of dimension \((2(K+L)+1) \times (2L + 1)\) with block size \( T \times 1 \) (or \( MT \times 1 \) if \( x(n) \) comes from an \( M \)-sensor array) and first column equal to \([w_{-K} w_{-K+1} \cdots w_K 0 \cdots 0]^H\) and first row equal to \([w_{-K} 0 \cdots 0]^T\).

In a vein similar to (35) but having different constraints, a least-squares minimization problem can be posed,

\[
\min_{\mathbf{W}, \hat{\mathbf{H}}} \left\{ \left\| y(k) - \hat{\mathbf{H}} \hat{s}(k) \right\|_{H/2}^2 \right\}, \tag{40}
\]

subject only to the constraint that \( \mathbf{W} \) is block Toeplitz. Note that there is no requirement that the symbols be uncorrelated with each other or that the noise be spatio-temporally white (although these assumptions might be needed to insure consistency; this is an open problem). Equivalently,

\[
\min_{\mathbf{W}, \hat{\mathbf{H}}} \text{tr} \left\{ \hat{\mathbf{R}}_{xy} - \hat{\mathbf{H}} \hat{\mathbf{R}}_{yy} \hat{\mathbf{H}}^H - \hat{\mathbf{H}} \hat{\mathbf{R}}_{yz} \hat{\mathbf{H}}^H \right\}. \tag{41}
\]

Alternatively, if \( s(n) \) is zero-mean stationary spatio-temporally white Gaussian noise, then it is easily shown that (40)–(41) maximize the conditional likelihood of the received data, with \( \hat{\mathbf{H}} \) being an unknown parameter matrix to be estimated and the conditioning performed over the unknown symbol values, whose estimates are then constrained to be given by (38)–(39).

Minimization of (41) with respect to \( \hat{\mathbf{H}} \) is a standard problem whose solution is well known. However, in preparation for the subsequent optimization with respect to \( \mathbf{W} \) which does not seem to be a standard problem, the basics of complex matrix calculus are summarized here. It is shown in [14] that an appropriate definition of the complex gradient of a real-valued function with respect to a complex matrix and its conjugate can be found simply by treating the matrix and its conjugate as independent variables. This step is necessary because the usual definition of differentiation with respect to a complex variable is not valid unless the function is analytic. Consequently, it is also shown in [14] that the stationary point of a real-valued function of a complex matrix can be found by setting the complex gradient with respect to the conjugate of the matrix equal to zero (equivalently, the gradient with respect to the matrix could be equated with zero). Then, it is easily shown that

\[
\nabla_{\hat{\mathbf{H}}} \text{tr} \left\{ \hat{\mathbf{H}}^H \mathbf{A} \right\} = \mathbf{A} \hat{\mathbf{H}}^H, \quad \nabla_{\hat{\mathbf{H}}} \text{tr} \left\{ \hat{\mathbf{H}}^H \hat{\mathbf{A}} \hat{\mathbf{H}} \right\} = \hat{\mathbf{A}} \hat{\mathbf{H}}.
\]

Consequently, the gradient of the cost function in (41) is

\[
\nabla_{\hat{\mathbf{H}}} \text{(cost func)} = -\hat{\mathbf{R}}_{yz} + \hat{\mathbf{H}} \hat{\mathbf{R}}_{yz} \hat{\mathbf{H}}^H.
\]

Equating to zero and solving yields the standard solution,

\[
\hat{\mathbf{H}} = \hat{\mathbf{R}}_{yz} \hat{\mathbf{R}}_{yz}^{-1} \hat{\mathbf{R}}_{xy}.
\]

Substituting (42) into (41) yields

\[
\min_{\mathbf{W}} \text{tr} \left\{ \hat{\mathbf{R}}_{xy} - \hat{\mathbf{R}}_{yz} \hat{\mathbf{R}}_{yz}^{-1} \hat{\mathbf{R}}_{xy} \right\}, \tag{43}
\]

which can be reexpressed as

\[
\max_{\mathbf{W}} \text{tr} \left\{ \mathbf{W}^H \hat{\mathbf{H}} \hat{\mathbf{R}}_{xy} \mathbf{W} \right\} \tag{44}
\]

It is crucial to note that \( \mathbf{W} \) is a block Toeplitz matrix. However, (44) can be reexpressed in terms of the unstructured vector \( \mathbf{w} \) as follows. Note that the \((m, n)\)th element of a quadratic form of \( \mathbf{W} \) can be expressed as

\[
[\mathbf{W}^H \mathbf{R} \mathbf{W}]_{m,n} = \sum_{l=-K}^{K} \sum_{k=-K}^{K} w_{l-m}^H \mathbf{R}_{l+m,k+n} w_k \tag{45}
\]

where \( \mathbf{R}_{l+m,k+n} \) is the block element (matrix) at block-row \( l+m \) and block-column \( k+n \) in \( \mathbf{R} \), and \( l+m \) and \( k+n \) each range from \(-K\) to \(K\). Denoting

\[
\mathbf{R}^{m,n} = \begin{bmatrix} \mathbf{R}_{m-K,n-K} & \cdots & \mathbf{R}_{m-K,n+K} \\ \vdots & \ddots & \vdots \\ \mathbf{R}_{m+K,n-K} & \cdots & \mathbf{R}_{m+K,n+K} \end{bmatrix},
\]

(45) can be expressed as

\[
[\mathbf{W}^H \mathbf{R} \mathbf{W}]_{m,n} = w_m^H \mathbf{R}^{m,n} w_n. \tag{46}
\]
Thus, (44) is equivalent to

$$\max_w \text{tr} \left( A(w) \left( B(w) \right)^{-1} \right)$$

(47)

where

$$[A(w)]_{m,n} = w^H \left[ \hat{R}_{zz} \right]_{m,n} w$$

and

$$[B(w)]_{m,n} = w^H \left[ \hat{R}_{zz} \right]_{m,n} w$$

with $m$ and $n$ each ranging from $-L$ to $L$. As of this writing, no further simplification of (47) has been found, except in the special case where $L = 0$ (i.e., no symbol’s contribution outside its own symbol period is deemed to be significant). In this special case, $A(w)$ and $B(w)$ are scalars, and the standard solution for $w$ is simply the most dominant eigenvector $w_{max}$ of the system

$$\hat{R}_{zz} w_{max} = \lambda_{max} \hat{R}_{zz} w_{max}.$$  

(48)

This special case provides some hope that (47) can be solved without resort to a gradient-based search method. However, this remains an open problem.

### 5.2.1 Algorithm Summary

In general, the algorithm can be summarized in the following steps:

1. Estimate $\hat{R}_{zz}$ and $\hat{R}_{zz}$.
2. If $L = 0$, then solve (48) and exit.
3. If $L \neq 0$, initialize the weight vector $w$ with a Kronecker delta function, or prior knowledge of a suitable equalizer for the multichannel impulse response (e.g., in single-channel communication systems for which the transmitter filter has transfer function equal to the square root of the raised cosine function, the initial guess for $w$ could be the impulse response of this filter).
4. Iteratively update the guess $w^{(k)}$ at the $k$th iteration using the simple gradient method

$$w^{(k)} = w^{(k-1)} + \mu \nabla_w$$

(49)

where $\nabla_w$ is the gradient with respect to $w$ of the objective function in (47) evaluated at $w^{(k-1)}$, and can be shown using results in [14, 41] to be equal to the following,

$$\nabla_w = \sum_{m,n} \left[ C_{n,m} \hat{A}_{m,n} w - \left( w^H \hat{A}_{m,n} w \right) \sum_{p,q} C_{n,p} \hat{B}_{p,q} w C_{q,m} \right]$$

(50)

where each summation index ranges from $-L$ to $L$ and

$$\hat{A}_{m,n} = \left[ \hat{R}_{zz} \right]_{m,n}, \quad \hat{B}_{m,n} = \left[ \hat{R}_{zz} \right]_{m,n}, \quad \text{and} \quad C = \left( B(w) \right)^{-1}.$$  

(51)

[\checkmark] Cauchy’s method (cf. [9]) could be an alternative to the simple gradient method (49), and consists simply of (49) with $\mu$ replaced by a scalar variable over which maximization occurs at each iteration. Another alternative is a limited-step Newton’s method, although this requires that the Hessian matrix be computed and inverted at each iteration, which significantly increases the computational load at each iteration. These issues are left as open problems, as are those concerning the choice of the values for the parameters $L$ and $K$.

### 5.3 A Simulation Example

Here the TXK method and the method of Section 5.2 are simulated in the example environment considered in [94]. That is, the transmitter filter and the propagation channel together have impulse response $c(n) = 0.8c(n-0.5) + 0.4c(n-3)) u_{6T}(n)$, where $c(n)$ is a Nyquist-shaped pulse having 11% excess bandwidth and $u_{6T}(n)$ is a rectangular window of duration 6 symbol intervals. The symbol stream is binary, and the sampling rate is 4 samples per symbol. The TXK method is implemented according to the description in [94], with the parameter settings $d = 10$ and $K = 5$. The new method is implemented as described at the end of Section 5.2, with $K = L = 0$ chosen to enable the simple optimization based on the eigenvalue problem (48). One hundred independent trials of each method at each SNR were performed. In each trial, 100 symbols were collected and used to adapt the equalizer, and the performance of this equalizer was then measured by processing 1000 symbols. As shown in Fig. 15, the BER of the new method is significantly less than the BER of the TXK method over a wide range of SNRs in this environment.

### 5.4 Summary

A comprehensive evaluation of these second-order cyclostationarity-exploiting methods and the higher-order/finite-alphabet methods referred to at the beginning of this section has yet to be performed, so no firm conclusions can be drawn as to their relative merits. Issues such as relative convergence time, robustness to deviation from underlying assumptions, and computational complexity must all be considered. However, neither approach by itself can be optimum since the signals in question exhibit both properties, collectively described by their $n$th-order cyclostationarity properties for $n = 2, 3, \ldots$.

[\checkmark] Many open problems exist in blind spatio-temporal equalization, even if the scope is restricted to a single, distorted, digital communication signal in noise. For example, the consistency properties of the method of Section 5.2 remain to be determined. Finite-time analyses and complete simulation studies of the two methods considered in this section remain to be done. Also, more computationally efficient methods of solving (47) need to be found. Both the TXK method and the new method of Section 5.2 could be easily extended to constrain the estimated symbols to be real, which is appropriate for signals such as BPSK and ASK having real constellations. On the speculative side, extension of these algorithms to the new capability of simul-
6 DIRECTION FINDING

In this section the problem of estimating the directions of arrival of signals received at an array of sensors is addressed. Several existing algorithms that exploit cyclostationarity to simplify this task and/or to outperform conventional methods are summarized.

6.1 Objectives of Direction Finding

The objective of direction finding (DF) is the estimation of the directions of arrival (DOAs) of signals of interest at the sensor array. With reference to Fig. 1 and surrounding discussion in Section 2, the array manifold maps these DOAs to vectors of gains and phases that determine the spatial structure of the received data \( x(n) \). Restated, the objective is to determine the DOAs for which the corresponding array response vectors best describe the received data. Desirable performance attributes of superior algorithms include the resolution of DOAs of closely spaced signals and the accommodation of correlation between signals, which can arise from multipath propagation or smart jamming. Thus, in addition to the usual parameter-estimator performance measures such as bias and MSE, the probability of resolution is also used to characterize performance. However, because this probability can be difficult to calculate, one convention is to declare that estimators \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) of DOAs \( \theta_1 \) and \( \theta_2 \) resolve the DOAs if

\[
\sqrt{MSE(\hat{\theta}_1, \theta_1)} \leq \frac{1}{2} |\theta_1 - \theta_2|
\]

\[
\sqrt{MSE(\hat{\theta}_2, \theta_2)} \leq \frac{1}{2} |\theta_1 - \theta_2|
\]

6.2 Conventional Algorithms

The Multiple Signal Classification (MUSIC) algorithm [83, 84, 85] is perhaps the single most popular DF algorithm in existence, at least from a research standpoint. In the literature it is shown to exploit the signal and/or noise subspace structure (eigenstructures) of the autocorrelation matrix \( R_x \), under the following assumptions:

1. The autocorrelation matrix \( R_x \) of the interference and noise is proportional to the identity matrix: \( R_x = \sigma^2 I \).
2. \( L < M \) signals \( s(n) = [s_1(n), \cdots, s_L(n)]^T \) arrive at the array with unknown DOAs \( \Theta = [\theta_1, \cdots, \theta_L]^T \).
3. The columns of the array response matrix \( A(\Theta) = [a(\theta_1), \cdots, a(\theta_L)] \) are linearly independent.

Under these assumptions, it can be shown that the \( M - L \) smallest eigenvalues found from

\[ R_{xx} e_m = \lambda_m e_m \]

are all equal to \( \sigma^2 \), and that the \( M - L \) corresponding eigenvectors \( [e_{L+1}, \cdots, e_M]^T \) are orthogonal to the columns of \( A(\Theta) \). The MUSIC algorithm is implemented by simply replacing the ideal correlation matrices with their estimates:

1. Estimate \( \hat{R}_{xx} = [x(n)x^H(n)]_N \).
2. Solve \( \hat{R}_{xx} e_m = \lambda_m e_m \), and let \( \sigma^2 = \frac{1}{M-L} \sum_{m=L+1}^M \lambda_m \).
3. Find the \( L \) minima of \( ||[e_{L+1}, \cdots, e_M]^H a(\theta)||^2 \) or the \( L \) maxima of \( ||[e_1, \cdots, e_L]^H a(\theta)||^2 \), whichever is easier.

An alternative formulation in [80] (cf. Section 4.1 of [67] for related material) shows that MUSIC finds the set \( W = [w_1, \cdots, w_M] \) of orthogonal spatial filters that maximize the total average power of the spatially filtered data, and then finds the \( L \) DOAs corresponding to the peaks in the resulting antenna gain pattern. Equivalently, MUSIC finds the set \( W = [w_{L+1}, \cdots, w_M] \) of orthogonal spatial filters that minimize the total average power of the spatially filtered data and then finds the \( L \) DOAs corresponding to the nulls in the antenna pattern. Thus, it is clear that there is no inherent disadvantage...
to using beamforming or null-steering as the basis of a high-resolution DF method, provided that both are used in the generalized sense that applies to multiple signals.

Other popular DF algorithms include ESPRIT [56, 66, 67] and conditional maximum likelihood (cf. [88, 113]), which together with MUSIC, are special cases of weighted subspace fitting (WSF) methods [97, 98]. All of these methods have been shown to have low (or no) bias, low MSE, and high probability of resolution under the three assumptions listed above for MUSIC.

However, in some applications there may be more signals present than sensors in the array, or the number and angular separation of signals may be such that the methods cannot resolve the signals in a reasonable number of time samples (cf. [24]). Also, if only a subset of the signals are SOIs, then resources are wasted on SNOIs, and postprocessing may be required to classify each estimated DOA as belonging to a SOI or a SNOI. Unknown spatial characteristics of the noise also degrade performance and/or cause these methods to fail, although this can be partially mitigated [52, 63, 91, 102, 106, 108].

6.3 Cyclic DF Algorithms

The four primary algorithms for DF of cyclostationary signals (as of this writing) are described here. Three of them have interpretations based on subspace fitting and its usual complementary perspective of least-squares optimization (cf. [80]), and a different three can be understood, loosely, as cyclostationarity-exploiting versions of conventional algorithms.

In the following, the notational convention employed is that \( s(n) \) contains only the \( L_\alpha \) signals that have cycle frequency \( \alpha \), and all of the remaining signals (of which there are \( L - L_\alpha \)) and the noise are lumped into \( \hat{r}(n) \).

### 6.3.1 Cyclic MUSIC

As shown in [29], MUSIC can be simplified if it is known that exactly one signal arriving at the array has cycle frequency \( \alpha \), and \( \hat{R}_x^\alpha(\tau) \) is analyzed instead of \( \hat{R}_x \). This observation can be generalized to accommodate multiple signals having cycle frequency \( \alpha \), yielding the Cyclic MUSIC algorithm [73] (cf. [68, 71, 75, 76, 80]). In the subspace-fitting interpretation of Cyclic MUSIC, it is noted that

\[
\hat{R}_x^\alpha(\tau) = \{x(n)x(n - \tau) e^{-j2\pi n \alpha} \}_N
\]

In the same column space as \( \hat{A}(\Theta) \) and its left null space is orthogonal to \( \hat{A}(\Theta) \). For a finite number of time samples, the algorithm can be implemented as the following:

1. Estimate \( \hat{R}_x^\alpha(\tau) = [x(n)x(n - \tau) e^{-j2\pi n \alpha} \}_N \).
2. Compute SVD

\[
\hat{R}_x^\alpha(\tau) = \begin{bmatrix}
\hat{S} & 0 \\
0 & \hat{S}_c
\end{bmatrix}
\begin{bmatrix}
\hat{V}_s & \hat{V}_c
\end{bmatrix}
\]

where \( \hat{S} \) and \( \hat{S}_c \) are unitary, and the diagonal elements of the diagonal matrices \( \hat{S}_s \) and \( \hat{S}_c \) are nonnegative and appear in decreasing order, with \( \hat{S}_c \rightarrow 0 \) as \( N \rightarrow \infty \).

3. Find the \( L_\alpha \) minima of \( \|\hat{G}^H \hat{a}(\theta)\|^2 \) or the \( L_\alpha \) maxima of \( \|\hat{S}_s^H \hat{a}(\theta)\|^2 \), whichever is easier.

Cyclic MUSIC (and other cyclic DF methods to be discussed in the next subsections) can be less complicated than MUSIC and other conventional methods because: 1) \( \hat{R}_x \) need not be known or estimated; 2) the number \( L_\alpha \) of DOAs for Cyclic MUSIC to estimate is never larger than the number \( L \) of DOAs for MUSIC to estimate (and \( L_\alpha < L \) in some cases); 3) the need for postprocessing and classification of DOAs is inherently reduced by signal selectivity; and 4) if closely spaced signals have different cycle frequencies, then the purely spatial resolution problem confronted by a conventional algorithm is replaced by the easier (potentially much easier) problem of resolving jointly in space and cycle frequency. Brief illustrations of these capabilities are provided in Section 6.4.

6.3.2 Generalizations of Cyclic MUSIC

Several generalizations of Cyclic MUSIC have been proposed and are summarized very briefly here. This entire subsection is designated as being descriptive of open problems because some of the generalizations are not yet well understood and others may be suggested.

Just as Wideband SCORE extended SCORE to wideband data, Cyclic MUSIC can be generalized in much the same way. As suggested in [29] and pursued in [53], either the cyclic autocorrelation matrix or the cyclic spectrum matrix contains the desired signal-selective measurements of the SOIs' spatial characteristics. Applying this suggestion to the Cyclic MUSIC algorithm of Section 6.3.1 requires some care because the appropriate array response vector to use with the left singular vectors of \( \hat{S}_s^H(f) \) is \( \hat{a}(\theta, \alpha + \alpha/2) \). This association follows because

\[
\hat{S}_s^H(f) \rightarrow \hat{A}(\Theta, \theta, \alpha + \alpha/2) S_s^H(f) \hat{A}^H(\Theta, \theta, \alpha - \alpha/2).
\]

A more serious complication arises as in wideband generalizations of conventional methods (e.g., [104]) because the algorithm yields a set of DOA estimates for each value of \( f \). Potentially complicated postprocessing and classification may be needed to yield a single DOA estimate for each signal whose spectral support extends over multiple values of \( f \). Nonetheless, a simulation-based study [53] shows that Wideband Cyclic MUSIC exhibits promising performance.

In addition to this possible wideband method, a promising method [110] is summarized in Section 6.3.4. Alternate cyclic DF methods for wideband data may be obtained by generalizing existing conventional methods for wideband data, including those in [17, 49, 99, 100].

In [73] the Phase-SCORE algorithm for signal extraction was applied to the DF problem by recognizing that the \( M - L_\alpha \) least dominant eigenvectors of the Phase-SCORE eigenvalue equation converge to spatial filters that null the SOIs and,
therefore, could be used instead of the least dominant left singular vectors of \( \tilde{R}_{xx}(\tau) \) in step 3 of the Cyclic MUSIC algorithm. Another extension \[3\] uses all of the eigenvectors of (28) and searches for minima of the function

\[
\left[ \begin{array}{c} w_{L_w+1} \\ \vdots \\ w_M \end{array} \right]^H a(\theta) \sqrt{\frac{1}{\left[ \begin{array}{c} w_1 \\ \vdots \\ w_{L_w} \end{array} \right]^H a(\theta)}}^2,
\]

although simulation results in \[68\] show that these two Phase-SCORE-based Cyclic MUSIC methods do not perform as well as Cyclic MUSIC in many cases.

In \[110\], a modification to Cyclic MUSIC is proposed, whereby \( \tilde{R}_{xx}(\tau) \) is replaced by a matrix containing contributions from multiple lags:

\[
\begin{bmatrix}
\tilde{R}_{xx}(\tau_1) & \cdots & \tilde{R}_{xx}(\tau_K)
\end{bmatrix}
\]

for some suitable number \( K \) of different lags \( \tau_1, \ldots, \tau_K \) for which \( \tilde{R}_{xx}(\tau_2) \) are all significant. In general, in light of the developments in Section 4 and \[81\], \( \tilde{R}_{xx}(\tau) \) in Cyclic MUSIC could be replaced by \( \tilde{R}_{xy} \), where \( y(n) \) is any LCL-PTV transformation given by (8). This gives added flexibility and may substantially improve performance (e.g., reduce bias and MSE) of the Cyclic MUSIC DF method, just as convergence time of Cross-SCORE is reduced by the same technique (cf. Section 4.4.8 and \[81\]). However, no empirical or analytical results are currently available for this generalization of Cyclic MUSIC.

Finally, in \[13, 75\], three extensions of Cyclic MUSIC for estimating the cycle-frequency parameter \( \alpha \) are proposed. The rudimentary method in \[75\] simply searches for significant peaks in the FFT of the lag-product waveforms \( x_i(n)x_i^*(n-\tau) \) to determine the frequencies at which quadratically regenerated sine waves are present. These cycle-frequency estimates are then used to compute the corresponding cyclic autocorrelation matrices, to which Cyclic MUSIC is then applied one at a time. Two more sophisticated methods are investigated in \[13\].

### 6.3.3 Method of Izzo, Paura, and Poggi

The method described in \[47\] can be interpreted as a cyclic version of the method discussed in \[12, 58\]. That is, since \( R_{xx}^\alpha(\tau) \) has rank \( L_w \) in the absence of perfectly correlated signals, its \((L_u + 1) \times (L_u + 1)\) principal submatrix has a one-dimensional null space that is orthogonal to the array response vectors of the cyclostationary signals. This observation also applies to \( R_{xx}^\alpha(\tau) \) and forms the basis of a method for estimating the number of cyclostationary signals arriving at the array, as summarized in Section 7.2.3.

However, because the correlations involving the remaining \( M - L_w - 1 \) sensors are ignored, this DF method is not expected to perform as well as Cyclic MUSIC.

### 6.3.4 Method of Xu and Kailath

In \[110\], a method that analyzes the signal-subspace of a collection of cyclic autocorrelations is presented as a solution to the wideband DF problem. This method is based on a data model in which uncorrelated signals \( s_1(n), \ldots, s_{L_u}(n) \) arrive at the array, yielding

\[
x_m(n) = \sum_{l=1}^{L_u} g_m n s_l(n - d_m(\theta_l)),
\]

where \( d_m(\theta) = (g_m/c) \sin \theta \), and \( g_m \) is the coordinate of the \( m \)th sensor as in Section 2. A key observation is made, which shows that the vector of cyclic autocorrelations follows an induced narrowband model,

\[
R^\alpha(\tau) = \begin{bmatrix}
R^\alpha_{\alpha n_1}(\tau) \\
\vdots \\
R^\alpha_{\alpha n_k}(\tau)
\end{bmatrix} = \begin{bmatrix}
\alpha^2(\theta_1) \\
\vdots \\
\alpha^2(\theta_{L_u})
\end{bmatrix} \begin{bmatrix}
R_{\alpha n_1}(\tau) \\
\vdots \\
R_{\alpha n_k}(\tau)
\end{bmatrix},
\]

where \( \alpha^2(\theta) = \lvert g_m \rvert^2 \exp(-j2\pi\alpha d_m(\theta_l)) \). That is, even though \( x(n) \) need not follow the narrowband model, the vector \( R^\alpha(\tau) \) does follow a narrowband model having induced manifold \( \lvert \alpha^2(\theta) \rvert \). Standard signal-subspace methods can then be applied to estimate the DOAs from the matrix

\[
\begin{bmatrix}
R^\alpha_{\alpha n_1}(\tau_1) \\
\vdots \\
R^\alpha_{\alpha n_k}(\tau_1)
\end{bmatrix},
\]

where the \( K \) values of \( \tau \) should be chosen such that \( R^\alpha_{\alpha n_1}(\tau_1), \ldots, R^\alpha_{\alpha n_k}(\tau_k) \) are significant.

As noted in \[110\], the signals must be uncorrelated (i.e., no multipath or smart jamming), and the true sensor responses \( a_m(\theta, f) \) must be factorizable as \( a_m(\theta, f) = g_m(f) a_m(\theta) \) in order for the method to operate properly. Also, it is important to note that the induced manifold \( \lvert \alpha^2(\theta) \rvert \) collapses to a single vector which is independent of \( \theta \) and of the true DOAs in the limit as \( (\alpha g_m/c) \to 0 \). That is, if the array is designed for high-performance signal extraction in which the sensors are separated by half the wavelength of the highest frequency in the band, and \( \alpha \) is equal to a fixed value (e.g., a baud rate), then the method's performance degrade toward complete failure as the carrier frequency increases without bound. An example of this degradation appears in \[53\]. Alternatively, for a fixed set of sensor separations, \( \alpha \) must be sufficiently large that the induced manifold varies appreciably over the allowable range of \( \theta \).

As discussed in \[110\], this difficulty can be avoided by exploiting conjugate cyclostationarity by using \( R^\alpha_{xx}(\tau) \), although this is naturally limited to those signals that exhibit such features (e.g., BPSK or SQPSK, but not QPSK or QAM).

Another requirement of this method, noted recently in \[53\], is that the sequence of cyclic autocorrelations \( R^\alpha_{\alpha n_1}(\tau_1), \ldots, R^\alpha_{\alpha n_k}(\tau_k) \), from the \( m \)th signal must not be a linear combination of the corresponding sequences from the other signals having cycle frequency \( \alpha \). Otherwise, the "signals" (i.e., these sequences of cyclic autocorrelations) in the induced narrowband model are perfectly correlated, which requires
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that multidimensional subspace-fitting techniques be used. This requirement may help to explain the rather odd choice of pulse shapes used for the two SOIs in simulations in [110].

Simulations in [110] show that the method can outperform Cyclic MUSIC (i.e., exhibit less MSE) over a large range of relative bandwidths (the ratio of bandwidth to carrier frequency ranged from 1% to 40%), provided that the aforementioned requirements on sensor spacing for the method of Xu and Kailath are met. Since the model assumptions for the method are met in these simulations, whereas those for Cyclic MUSIC are not met exactly, this result is reasonable. However, it is unknown whether the performance advantage would be maintained if Cyclic MUSIC also exploited $K$ multiple lag values as summarized in 6.3.2. It is also interesting to note that the performance of Cyclic MUSIC in these simulations is insensitive to the relative bandwidth, which supports the claim of Section 2 that the narrowband model may still be acceptable even at large relative bandwidths (e.g., 40%).

Finally, it is noted that an alternate formulation of this method is obtained by posing the least-squares minimization problem

$$\min_{C, \hat{r}} \left\| \hat{r}^c C - A^c(\hat{\theta}) \right\|_F^2,$$

where $\| \cdot \|_F$ denotes the Frobenius norm (cf. [39]). This problem leads to the SVD-based solution of [110]. One benefit of this formulation is that it shows that the method can be interpreted as an $M$-sensor generalization of the 2-sensor Cyclic Phase Difference (CPD) time-difference-of-arrival (TDOA) method of [34].

6.3.5 Cyclic Least Squares

Although Cyclic MUSIC and the method of [47] can accommodate partial correlation among signals (e.g., arising from multipath propagation or smart jamming), they fail in the presence of perfect correlation (although in practice high correlation is sufficient to cause failure) because the rank of $\hat{R}_w(\tau)$ or $\hat{R}_w(\tau)$ is no longer equal to $L_u$. Also, the method of [110] cannot accommodate any correlation.

One alternative that addresses this problem is the Cyclic Least Squares (CLS) method,

$$\min_{\hat{r}, \hat{s}} \left\| x(n) - A(\hat{\theta}) \hat{s}(n) \right\|_N^2$$

(52)

where $\hat{s}(n) = W^H x(n - \tau) \exp(i2\pi \alpha n)$. Clearly, the CLS method can be interpreted as a cyclic version of the conventional least squares method. In particular, if $\hat{s}(n)$ is white, stationary, and Gaussian with $R_u \propto I$ and $s(n)$ is unknown, then (52) with $\alpha = 0$ is the conditional maximum-likelihood DF method (cf. [88, 89, 113] and references therein). The solution to CLS can be shown [68] to be given by

$$W = \hat{R}_w^{-1} R_w^{\alpha H}(\tau) A(\hat{\theta}) \left( A^H(\hat{\theta}) A(\hat{\theta}) \right)^{-1}$$

$$\min_{\hat{\theta}} \text{tr} \left\{ P_A(\hat{\theta}) \hat{R}_w^c(\tau)^{-1} \hat{R}_w^{\alpha H}(\tau) \right\}.$$
Of the several results in [71], one is especially useful for it describes the behavior of Cyclic MUSIC in the presence of SNOIs. In particular, assume that the SOIs \( s(n) \) are independent and that \( h(n) \) consists of spatially white noise plus SNOIs \( q(n) \) having DOAs \( \phi_1, \ldots , \phi_{L-1} \), and denote \( B = [a(\phi_1) \cdots a(\phi_{L-1})] \), \( A = A(\theta) \), \( D = [d(\theta_1) \cdots d(\theta_L)] \) where \( d(\theta) = \vartheta a(\theta)/\vartheta \theta \), and \( h(\theta) = d(\theta)GDd(\theta) \). Remaining symbols follow the notation of Section 3.1. In [71] it is shown that the bias and MSE of Cyclic MUSIC DOA estimates are given by

\[
E \{ \hat{\theta}_i - \theta_i \} = \Re \left\{ \frac{\sum_{\rho \neq \alpha} \left[ R^H_{\tau^2}(\tau) A^+ BR^{\rho(0)}_{q_\alpha} B^H A^+ D \right]_{ii} }{h(\theta_i)} \right\} Z_N(\alpha - \beta, \tau) + O \left( \frac{1}{N^2} \right)
\]

and

\[
E \left\{ (\hat{\theta}_i - \theta_i)^2 \right\} = \frac{1}{2N h^2(\theta_i)} \left[ D^H P^+_A \left[ I + B \frac{R_{q(0)}}{\sigma^2} B^H \right] P^+_A D \right]_{ii} \left[ \frac{1 + \left( A^H A \right)^{-1}_{ii}}{\text{SNR}_i} + \frac{\sigma^2}{|\rho^\alpha_{\tau^2}(\tau)|^2 \text{SNR}_i} \right].
\]

It should be noted that in the absence of SNOIs these expressions reduce to

\[
E \{ \hat{\theta}_i - \theta_i \} = O \left( \frac{1}{N^2} \right)
\]

and

\[
E \left\{ (\hat{\theta}_i - \theta_i)^2 \right\} \approx \frac{1}{2N |\rho^\alpha_{\tau^2}(\tau)|^2 \text{SNR}_i} \left[ \frac{1 + \left( A^H A \right)^{-1}_{ii}}{\text{SNR}_i} \right] \frac{1}{h(\theta_i)} + O \left( \frac{1}{N^2} \right).
\]

These expressions in turn reduce to the expressions for conventional MUSIC in [88] when \( \alpha = 0 \), and thus, when SNOIs are absent and the noise is spatially white, the ratio of MSEs is given by

\[
\frac{E \left\{ (\hat{\theta}_i - \theta_i)^2 \right\}_{\text{Cyclic MUSIC}}}{E \left\{ (\hat{\theta}_i - \theta_i)^2 \right\}_{\text{MUSIC}}} = |\rho^\alpha_{\tau^2}(\tau)|^{-2} \geq 1,
\]

which implies that MUSIC is preferred over Cyclic MUSIC in this type of environment. Since the cyclic correlation coefficient, evaluated at the baud rate, for most signals such as PAM, \( M \)-ary QAM, and various PSK signals is 1/3 or less, the preference of MUSIC over Cyclic MUSIC in these simple environments (that is, all signals have cycle frequency \( \alpha \) and the noise is spatially white) can be strong.

On the other hand, when SNOIs are present, Cyclic MUSIC may be strongly preferred over all conventional algorithms. This is predicted by the analytical results because the MSE of Cyclic MUSIC remains bounded as the DOAs of the SNOIs approach those of the SOIs (i.e., as the smallest nonzero singular value of the matrix \( [A \ B] \) approaches zero), whereas the MSE of MUSIC approaches infinity. This behavior is demonstrated in this simulation, in which the dependence of MSE on angular separation between a SOI and a SNOI is investigated. The SOI, which is a Gaussian PAM signal (i.e., the symbol stream is Gaussian) having 100% excess bandwidth, arrives from 0 degrees, and the SNOI, which is also Gaussian PAM with 100% excess bandwidth but has a different baud rate than the SOI, arrives from a different angle. The SNR is 10 dB, and the number of data samples is 8192. The Cramér-Rao lower bound (CRLB) for the cyclostationary case was computed using the method of [77], although the proposed generalization of Whittle’s Theorem to cyclostationary signals [70] could also be used.

As shown in Fig. 16, the RMSE of Cyclic MUSIC is nearly insensitive with respect to the angular separation, as predicted, and it should be noted that these results are nearly identical to those obtained for non-Gaussian signals (i.e., BPSK). The RMSE of Cyclic MUSIC using \( \alpha \) equal to the baud rate of the SNOI is comparable and is not shown. The results show that MUSIC performs much worse than Cyclic MUSIC when the signals are close together (e.g., 3 degrees apart or less), and better when the signals are farther apart. No data on the RMSE of MUSIC is shown for

![Figure 16: RMSE as a function of angular separation for one SOI with 10 dB SNR in the presence of 1 equal-powered SNOI and complex white Gaussian noise.](image-url)
angular separation less than 2 degrees since MUSIC obtained two DOA estimates in fewer than 10% of these trials. Extrapolating from these results, it is interesting to note that conventional MUSIC would require more than $10^6$ times as many data samples as Cyclic MUSIC to achieve the same RMSE when the angular separation is 0.1 degrees. It should also be noted that it was shown empirically in [68, 77] that conjugate Cyclic MUSIC and conjugate Cyclic Least Squares nearly achieved the CRLB for double-sideband suppressed-carrier amplitude modulation (DSB-SC AM) signals.

Recent results in [78] show that Cyclic MUSIC can operate properly in the presence of much more error in the knowledge of the array manifold than MUSIC can when two signals having different cycle frequencies are present. This capability may prove to be significant in practical applications, where sensor positions and characteristics may be perturbed by vibration, thermal expansion, drift in the values of electronic components, and so forth.

6.5 Summary

As with the spatial filtering methods of Section 4, several cyclic DF methods are available. Analytical and simulation-based results demonstrate their superiority over conventional methods, especially those in which the number of signals exceeds the number of sensors but the number of signals having cycle frequency $\alpha$ is less than the number of sensors, or those in which noise is unknown, or those in which signals having different cycle frequencies have similar DOAs.

Significant open problems remain, including the development of statistically optimum cyclic DF methods (e.g., maximum-likelihood or WSF), implementation and testing of algorithms on real data, and development of better methods for wideband data.

7 ESTIMATING THE NUMBER OF SIGNALS

7.1 Conventional Algorithms

Of the conventional algorithms that detect the number of signals arriving at the array, the method of [103] is summarized here as an easily implemented, high-performance detector. Also, its performance shows clearly the power of the minimum description length (MDL) principle of [64]. This principle yields a criterion

$$MDL(k) = -\log f(x(0), \ldots, x(N-1) \mid \hat{z}) + \frac{1}{2}k \log N,$$

that selects the model (parameterized by $k$ unknown values $\hat{z}$) having the minimum length, where $f(x(0), \ldots, x(N-1) \mid \hat{z})$ is the likelihood function of the observed data given a guess $\hat{z}$ of the parameter values. For independent stationary temporally white Gaussian signals arriving at a sensor array in the presence of white noise, it can be shown that the estimated number $\hat{L}$ of signals is the value of $k$ that minimizes

$$MDL(k) = -(M-k)N \log \left[ \frac{\prod_{i=k+1}^{M} \lambda_i^{1/(M-k)}}{\sum_{i=k+1}^{M} \lambda_i^{1/(M-k)}} \right] + \frac{1}{2}k(2M-k) \log N$$

over $k = 0, \ldots, M-1$, where $\lambda_1 \geq \cdots \lambda_M$ are the eigenvalues of $\hat{R}_{xx}$. More recent methods that perform joint detection and DF are described in [98, 101, 107] and references therein. To address the degradation of these methods in the presence of unknown noise, more robust methods are described in [19, 102, 108] and references therein.

7.2 Algorithms for Cyclostationary Signals

In this section the problem of estimating the number of signals having particular cyclostationarity properties is discussed. In any practical implementation or simulation of the spatial filtering methods and direction-finding methods discussed in this overview, this number must be either known or estimated. The algorithms developed to date attempt to estimate this number either by estimating the rank of the cyclic autocorrelation matrix of the received data or by estimating the number of signal components that are common to the received data and a frequency-shifted and delayed version thereof. Given the lack of theoretical justification for some parts of the algorithms and the less-than-outstanding performance, all of the algorithms for cyclostationary signals discussed here seem to be suboptimal solutions, and much remains to be done toward finding superior methods.

7.2.1 Canonical Correlation Significance Test (CCST)

As noted in Section 4.4.4, the task of estimating the waveforms of signals having cycle frequency $\alpha$ can be posed as a canonical correlation analysis problem. This observation suggests that the methods from multivariate statistics for estimating the number of common signals between two data sets may be useful in the present problem. However, the standard methods [10, 11, 50] use sequential hypothesis testing, which requires the subjective setting of thresholds and related parameters.

Following the success of information-theoretic criteria such as MDL, summarized in Section 7.1, work on applying these criteria to the canonical correlation significance problem has appeared recently (e.g., see [25, 92], although no empirical evaluations of algorithms are provided there). In [74] the MDL principle is (loosely) applied to this problem to yield the canonical correlation significance test (CCST), in which the estimated value of $\hat{L}_a$ is declared to be the value of $k$ that minimizes the expression

$$-N \log \prod_{i=k+1}^{M} (1 - \lambda_i) + \frac{1}{2}k(2M-k) \log N$$

where $\lambda_1 \geq \cdots \geq \lambda_M$ are the eigenvalues of the Cross-SCORE equation (19).

Although several simulation results of CCST appear in [74], the figures there are incorrect. A very brief simulation-based study of MDL, CCST, and the methods to be summarized next appears in Section 7.2.5.
The development of CCST makes the usual assumptions of canonical correlation analysis, namely that two jointly stationary, jointly Gaussian, temporally white time-series are being analyzed, when in fact the time-series in question are certainly not stationary and are typically neither Gaussian nor white. Thus, CCST is necessarily suboptimal. A more rigorous application of the MDL principle, in which the cyclostationarity is properly accounted for in the likelihood function, should yield a superior method.

### 7.2.2 Canonical Correlation Test (CCT)

In [19], canonical correlation analysis is applied to detect the number $L$ of unknown signals arriving at two spatially separated arrays in the presence of unknown noise and is based on the same test statistic as CCST. In [19] the data are assumed to be stationary, Gaussian, and temporally white, in which case Bartlett's test statistic [11]

$$C(k) = -2 \log \prod_{i=k}^{M} (1 - \lambda_i)$$

is approximately distributed as $\chi^2$ with $2(M - k + 1)$ degrees of freedom if there are $k - 1$ signals present. Thus, $C(k)$, for $k = M - 1, M - 2, \ldots, 0$ is tested against a sequence of threshold values $t(k)$. As described in [19] the threshold values can be chosen to yield a constant probability of false detection, and these values can be obtained from a table of percentage points of the $\chi^2$ distribution (cf. [2]). The estimate $\hat{L}$ is declared to be equal to the first value of $k$ such that $C(k) > t(k)$.

It is proposed here that CCT be applied to the problem of estimating the number of signals having cycle frequency $\alpha$ by using the eigenvalues $\lambda_1, \ldots, \lambda_M$ obtained from the Cross-SCORE equation (19). The performance of this ad hoc method is evaluated in Section 7.2.5.

### 7.2.3 A Determinant-Based Method (DBM)

In the method of [47], the sequence of determinants of principal submatrices of $\hat{R}_{xx}(\tau)$ is analyzed to estimate the probable rank of the matrix and thus the number of cyclostationary signals. This method is referred to here as the determinant-based method (DBM). Let $D_k$ denote the determinant of the $k \times k$ principal submatrix of $\frac{1}{b} \hat{R}_{xx}(\tau)$, where

$$b = \frac{1}{M^2} \sum_{i,j=1}^{M} \left| \hat{R}_{i,j}(\tau) \right|^2$$

is a normalization constant. Alternatively, $\hat{R}_{xx}(\tau)$ could be analyzed to estimate the number of signals exhibiting cyclostationarity rather than conjugate cyclostationarity. Based on the observation that $D_1, \ldots, D_{L_B} \neq 0$ and $D_{L_B+1}, \ldots, D_M \rightarrow 0$ as the averaging time $N$ approaches infinity, the method attempts to find the “edge” between the significant and insignificant determinants. This detection is accomplished in DBM by declaring $L_{\alpha}$ equal to the value of $k$ that maximizes

$$\frac{D_k^2}{D_{k+1}D_{k+1}}, \quad \text{where} \quad D_0 \equiv 1.$$ 

Simulation results are available in [47] (where a very large number of data samples was required due to the very narrow bandwidth of the SOI) and in Section 7.2.5 (where the method is shown to perform comparably to the other cyclic DF methods).

### 7.2.4 Variable Coefficient-Based Method (VCM)

In the method of [36], the singular values $\bar{\sigma}_1 \geq \cdots \geq \bar{\sigma}_M \geq 0$ of $\hat{R}_{xx}(\tau)$ are analyzed to estimate $L_{\alpha}$. This method is referred to here as the variable coefficient-based method (VCM). Theoretically, VCM should be superior to DBM because it is known that the $k$th-largest singular value of an arbitrary matrix equals the minimum 2-norm distance of this matrix to the set of all matrices having rank $k - 1$ [39], and thus a superior rank estimator could be constructed by analyzing the singular values. The open question remains “How small should the $k$th-largest singular value be for it to be declared as insignificant and the rank of the matrix as $k - 1$”? In VCM this question is answered by declaring $L_{\alpha}$ equal to the value of $k$ that maximizes $v_k/m_k$, where

$$m_k = \frac{1}{M - k + 1} \sum_{i=k}^{M} \bar{\sigma}_i, \quad v_k = \frac{1}{M - k + 1} \sum_{i=k}^{M} (\bar{\sigma}_i - m_k)^2.$$ 

Simulation results in [36] and Section 7.2.5 show that VCM can be superior to both DBM and CCST in some environments, although it is very sensitive to differences in the received power of the SOIs.

### 7.2.5 Performance

The simulated environment duplicates one of those used in [74]. In addition to correcting erroneously plotted results, the results presented here also include evaluations of the other methods discussed in this section. Three BPSK signals having Nyquist-shaped pulses with 100% excess bandwidth are received at a 4-element ULA. Two of these signals have baud rate 0.25 and arrive from 10 and $-15$ degrees, and the third signal has baud rate 0.2 and arrives from 0 degrees. The CCST, CCT (using thresholds determined by a probability of false alarm equal to 0.1), DBM, VCM, and MDL methods are evaluated. The cyclic methods are applied using the baud rates of the desired signals. For the case in which all three signals have equal SNR of 10 dB, the numbers of correct estimates are tabulated in Table 3. For a different case in which the two signals having baud rate 0.25 have SNRs of 10 and 5 dB, respectively, and the SNR of the signal having baud rate 0.2 is 10 dB, the numbers of correct estimates are tabulated in Table 4.

As can be seen from these results, only MDL performs consistently well. Among the cyclic methods, VCM is superior when SNRs are equal but degrades severely
Table 3: Number of correct results in 100 trials for 3 signals having equal SNR of 10 dB. Two signals share the same baud rate.

<table>
<thead>
<tr>
<th>N</th>
<th>1 signal: $\alpha = 0.2$</th>
<th>2 signals: $\alpha = 0.25$</th>
<th>MDL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCST</td>
<td>CCT</td>
<td>VCBM</td>
</tr>
<tr>
<td>64</td>
<td>78</td>
<td>81</td>
<td>55</td>
</tr>
<tr>
<td>128</td>
<td>78</td>
<td>92</td>
<td>59</td>
</tr>
<tr>
<td>256</td>
<td>74</td>
<td>95</td>
<td>61</td>
</tr>
<tr>
<td>512</td>
<td>96</td>
<td>100</td>
<td>76</td>
</tr>
<tr>
<td>1024</td>
<td>100</td>
<td>100</td>
<td>88</td>
</tr>
<tr>
<td>2048</td>
<td>98</td>
<td>100</td>
<td>94</td>
</tr>
<tr>
<td>4096</td>
<td>99</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>8192</td>
<td>97</td>
<td>100</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 4: Number of correct results in 100 trials for 3 signals having unequal SNR. Two signals share the same baud rate and have SNRs of 10 and 5 dB, respectively.
The SNR of the third signal is 10 dB.

<table>
<thead>
<tr>
<th>N</th>
<th>1 signal: $\alpha = 0.2$</th>
<th>2 signals: $\alpha = 0.25$</th>
<th>MDL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CCST</td>
<td>CCT</td>
<td>VCBM</td>
</tr>
<tr>
<td>64</td>
<td>80</td>
<td>92</td>
<td>62</td>
</tr>
<tr>
<td>128</td>
<td>80</td>
<td>95</td>
<td>72</td>
</tr>
<tr>
<td>256</td>
<td>78</td>
<td>98</td>
<td>74</td>
</tr>
<tr>
<td>512</td>
<td>94</td>
<td>100</td>
<td>90</td>
</tr>
<tr>
<td>1024</td>
<td>100</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td>2048</td>
<td>98</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>4096</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>8192</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

when the SNRs differ. CCST outperforms CCT in all cases considered. Also, although DBM occasionally outperforms CCST for some smaller values of $N$, CCST generally outperforms DBM, especially for longer averaging times $N$.

However, MDL fails in the presence of more signals than sensors or when spatially correlated noise is present (e.g., see [74] for simulations). Also, if a cyclic DF method is to be applied, then the number of signals having a given cycle frequency $\alpha$ is needed, and this cannot be supplied by the conventional MDL for stationary signals. In contrast, the cyclic methods are relatively insensitive to the spatial correlation of the noise, and can accommodate more signals than sensors ($L > M$) provided that the number of signals sharing a cycle frequency of interest is less than the number of sensors ($L_N < M$).

Nonetheless, the high performance of MDL when its requirements are met, and recent extensions to perfectly correlated sources and unknown noise suggest that application of the general MDL principle to the case of cyclostationary signals may be successful. Similarly, correct generalization of other high-performance algorithms for stationary signals may also yield superior methods for cyclostationary signals.

7.3 Summary

In contrast to recent work on methods for stationary signals, it is clear that all methods currently available for cyclostationary signals are ad hoc and exhibit undesirable performance attributes such as long convergence times and sensitivity to small differences in received signal power. Rigorous formulation of the likelihood function for cyclostationary signals arriving at an array, followed by careful application of principles applied to stationary signals, such as MDL, should yield superior detectors having better performance than existing methods.

8 CONCLUSIONS

Work on algorithms for spatial filtering and DF of cyclostationary signals has shown that exploitation of cyclostationarity can offer substantially improved performance over that of conventional algorithms in some signal environments and can offer reasonably good performance in other environments where conventional algorithms fail completely. However, some of these signal-selective algorithms are suboptimal and exhibit undesirable performance attributes. Thus, numerous open problems, some of which are identified in this overview, exist and range from application-oriented to more fundamental theoretical problems. These technical challenges and the growing appreciation among industrial, federal, and military organizations for the benefits of cyclostationarity exploitation in sensor array processing bode well for researchers and engineers in this area.
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APPENDIX MOMENTS OF CYCLIC CORRELATION MATRICES

Recent results from [69] on the mean and covariance of cyclic correlation matrices are summarized. Although the results were derived in the stochastic-process framework
where \( E[\cdot] \) denotes the ensemble average, they are also true in the nonstochastic time-series framework where \( E[\cdot] \) denotes the polynomial component extractor [32]. Relevant results can also be found in [44].

### A.1 Assumptions

First, the assumptions about the processes \( x(n) \) and \( y(n) \) to be used at various points in the derivations are listed. A brief discussion of these assumptions follows.

A-1 The time-variant means of \( x(n) \) and \( y(n) \) are identically equal to zero, \( E[x(n)] = E[y(n)] = 0 \).

A-2 The time-variant correlations of \( x(n) \) and \( y(n) \) have Fourier series representations consisting of a finite number of finite-magnitude terms; thus, for all \( \tau \), \( |R_x^\beta(\tau)|, |R_y^\beta(\tau)|, |R_{xy}^\beta(\tau)|, |R_{xy}^\gamma(\tau)| \) are all finite for all \( \beta \) and each is nonzero for only a finite number of cycle frequencies \( \beta \).

A-3 The processes \( x(n) \) and \( y(n) \) satisfy the mixing condition

\[
\sum_{m=0}^{\infty} \sum_{k=0}^{\infty} |R_x^\beta(k + \tau) R_y^\beta(k - \tau)| < \infty
\]

for all possible choices of elements \( u(n), v(n), p(n), q(n) \) of \( x(n), x^*(n), y(n), \) and \( y^*(n) \), and all cycle frequencies \( \beta \) and \( \gamma \), and all lag-values \( \tau \).

A-4 The processes \( x(n) \) and \( y(n) \) are complex and jointly Gaussian.

Some comments on the appropriateness of these assumptions are in order. A-1 is true for many communication signals such as DSB-SC AM, and most digital signals such as BPSK, QPSK, M-ary QAM, FSK, and spread spectrum signals. A-2 is true for most consistent communication signals (e.g., see [28, 30] for explanations of this from the stochastic-process and nonstochastic time-average frameworks, respectively; see also [27, 33]). It is straightforward to verify that A-2 implies that the processes \( x(n) \) and \( y(n) \) are uniformly almost periodically correlated (UAPC) in the sense of [46]. Also, as originally explained in [26] using the alternative terminology almost cyclostationary, most communication signals are UAPC because their time-variant autocorrelations are expressible as Fourier series having a finite number of terms (each of which corresponds to a cycle frequency such as a baud rate or a doubled-carrier frequency). A-3 can be easily shown to be true if, for example, \( |R_{xy}(t + \tau, i)| < ce^{-\tau} \) for all choices of elements \( u(n), v(n) \) of \( x(n), x^*(n), y(n), \) and \( y^*(n) \) and for all \( i \) and some choice of positive constant \( c \); loosely speaking, it requires that the statistical dependence between any two time samples of the processes decays fast enough as the temporal separation between them increases. If \( x(n) \) can be shown to be a phi-mixing process, which is simply a process for which the statistical dependence between two time samples is uniformly controlled by a function solely of the temporal separation (cf. [46]), and A-2 is true, then it is proposed that the estimator \( \hat{R}_{xy}^\beta(\tau) \) is strongly consistent and asymptotically normal (the comparable result for the continuous-time case was proven in [46] under the assumptions that the process was phi-mixing and UAPC, the latter of the two being implied by A-2). A-4 is true for \( x(n) \) and \( y(n) \) each consisting of, for example, sums of Gaussian noises, DSB-SC AM signals having Gaussian basebands, and/or PAM and QAM signals having Gaussian symbol sequences.

### A.2 Moments of Cyclic Correlation Estimates

The mean and second-order moments of the cyclic correlogram \( \hat{R}_{xy}^\beta(\tau) \) of the cyclostationary processes \( x(n) \) and \( y(n) \) as derived in [69] are summarized here under the assumptions A-1 through A-4 described in Section A-1. Additionally, in light of the last part of D-8, only expressions for \( \tau > 0 \) are derived directly. These results generalize (and make a typographical correction to) those in [43] (cf. [44]).

### A.3 Mean

**Lemma 1** Given A-2, the mean of \( \hat{R}_{xy}^\beta(\tau) \) for \( \tau > 0 \) can be expressed as

\[
E[\hat{R}_{xy}^\beta(\tau)] = \sum_{\beta} R_{xy}^\beta(\tau) Z_N(\alpha - \beta, \tau).
\]

**Corollary 1** Given A-2, the cyclic correlogram \( \hat{R}_{xy}^\beta(\tau) \) is an asymptotically unbiased estimator of \( R_{xy}^\beta(\tau) \):

\[
E[\hat{R}_{xy}^\beta(\tau)] = \left(1 - \frac{\tau}{N}\right) R_{xy}^\beta(\tau) + \sum_{\beta \neq \alpha} R_{xy}^\beta(\tau) Z_N(\alpha - \beta, \tau)
\]

\[= R_{xy}^\beta(\tau) + O\left(\frac{1}{N}\right).\]

### A.4 Covariance

The covariances of the elements of \( \hat{R}_{xy}^\beta(\tau) \) are derived here by first considering the covariance \( \text{cov}\left\{ \hat{R}_{xy}^\mu(\tau), \hat{R}_{xy}^\nu(\tau) \right\} \) where each of \( u(n), v(n), p(n), q(n) \) is any element of \( x(n), x^*(n), y(n), \) or \( y^*(n) \).

**Lemma 2** Given A-1, A-2, A-3, and A-4, then

\[
\text{cov}\left\{ \hat{R}_{xy}^\mu(\tau), \hat{R}_{xy}^\nu(\tau) \right\} = I_1 + I_2 + O\left(\frac{1}{N^2}\right)
\]

where

\[
I_1 = \frac{1}{N} \sum_{\beta} \sum_{k=-\infty}^{\infty} R_{xy}^\beta(k + \tau - t) R_{xy}^{\beta - \eta + \lambda}(k)e^{-j2\pi k} e^{j2\pi \beta t}
\]

\[
I_2 = \frac{1}{N} \sum_{k=-\infty}^{\infty} R_{xy}^{\beta - \eta + \lambda}(k + \tau - t) R_{xy}^{\beta - \eta + \lambda}(k - t)e^{-j2\pi k} e^{-j2\pi \beta \tau}.
\]
As noted in [69], Lemma 2 is a generalization of the result obtained in [43], where the latter is derived for the cyclic autocorrelogram of a real-valued continuous-time scalar process for which all cycle frequencies are integer multiples of a fundamental cycle frequency, whereas the former is derived for the cyclic cross-correlogram of complex-valued discrete-time processes having cycle frequencies that need not be integer multiples of a fundamental. However, with reference to results and notations in [43], namely Lemma 1 and equations (42a) and (45) of Proposition 3, a minor correction is obtained by careful application of Lemma 1 to equation (45) which yields

$$F(u, \tau_1, \tau_2) = \sum_{p=-\infty}^{\infty} B_p(u + \tau_1 - \tau_2)B_{p-\beta}(u)e^{-i2\pi(\tau_1 - \tau_2)/\tau}$$

rather than $F(u, \tau_1, \tau_2)$ as defined in (42a). With reference to Lemma 2 of this overview, in the special case in which all cycle frequencies are harmonics of a fundamental cycle frequency, $u(n) = v(n) = p(n) = q(n)$ are real, and noting that $R_{xy}^{\beta}(k) = R_{xy}^{\alpha}(k)$ for all $\beta, k$ when $q(n)$ is real, it is easily verified that Lemmas 1 and 2 of this overview yield a covariance that is identical in form to that obtained from Proposition 3 (after the minor correction) in [43].

The next two corollaries, which follow directly from Lemma 2 after algebraic substitution and rearrangement, characterize the covariances $\text{cov}\left(\hat{R}_{xy}^{H}(\tau)g, \hat{R}_{xy}^{H}(\tau)w^*\right)$ and $\text{cov}\left(\hat{R}_{xy}^{H}(\tau)g, \hat{R}_{xy}^{H}(\tau)w\right)$. These covariances are needed, for example, in the expressions for the second moments of the singular vectors of $\hat{R}_{xy}^{H}(\tau)$ which arise in the performance analysis [71] of the Cyclic MUSIC direction-finding method (see also Section 6.3.1).

**Corollary 2** Given $A-1, A-2, A-3, A-4$, and two arbitrary vectors $g$ and $w$, then

$$\text{cov}\left(\hat{R}_{xy}^{H}(\tau)g, \hat{R}_{xy}^{H}(\tau)w^*\right) = J_1 + J_2 + O\left(\frac{1}{N^2}\right)$$

where

$$J_1 = \frac{1}{N} \sum_{\beta} \sum_{k=-\infty}^{\infty} w^T R_{xy}^{H}(k)gR_{xy}^{H}(k) e^{i2\pi ak} e^{-i2\pi b\tau}$$

$$J_2 = \frac{1}{N} \sum_{\beta} \sum_{k=-\infty}^{\infty} R_{xy}^{H}(k - \tau)w^T R_{xy}^{H}(k + \tau) e^{i2\pi a \tau} e^{i2\pi(\beta - 2\alpha)\tau}$$

**Corollary 3** Given $A-1, A-2, A-3, A-4$, and two arbitrary vectors $g$ and $w$, then

$$\text{cov}\left(\hat{R}_{xy}^{H}(\tau)g, \hat{R}_{xy}^{H}(\tau)w\right) = K_1 + K_2 + O\left(\frac{1}{N^2}\right)$$

where

$$K_1 = \frac{1}{N} \sum_{\beta} \sum_{k=-\infty}^{\infty} w^H R_{xy}^{H}(k)gR_{xy}^{H}(k) e^{i2\pi ak} e^{-i2\pi b\tau}$$

$$K_2 = \frac{1}{N} \sum_{\beta} \sum_{k=-\infty}^{\infty} R_{xy}^{H}(k - \tau)w^* R_{xy}^{H}(k + \tau) e^{i2\pi ak} e^{i2\pi b\tau}.$$

Clearly, $\hat{R}_{xy}^{H}(\tau)$ converges in mean square to $R_{xy}^{H}(\tau)$ since its bias and covariance are both $O\left(\frac{1}{N}\right)$.

It should be noted that Corollaries 2 and 3 simplify in the following two special cases: 1) If $y(n) = x(n)$ and $x(n)$ does not exhibit conjugate cyclostationarity ($R_{xy}^{H}(k) = 0$ for all $\beta$), then $J_1 = J_2 = 0$; and 2) If $y(n) = x^*(n)$ and $x(n)$ does not exhibit nonconjugate cyclostationarity ($R_{xy}^{H}(k) = 0$ for all $\beta \neq 0$), then only the $\beta = 0$ terms remain in $J_2$ and $K_1$.
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Polyperiodic Linear Filtering

inspired a great deal of research into the basic properties of periodically-time-varying linear systems, leading to canonical realizations which today form the basis for design of signal processors having the desired signal transformation characteristics.

We first discuss system configurations based on Fourier series expansions of system response functions. Then we consider systems that are characterized by a finite-order differential equation, or equivalently by a finite-dimensional state vector. This approach gives the designer more control over the overall complexity or implementation cost of the filter. It also reveals classes of systems that yield equivalent responses so that a certain degree of design flexibility is afforded. Finally, we present a discussion of optimum linear filtering for cyclostationary processes with simple examples that illustrate how periodic filtering can provide signal extraction results that could not be obtained using purely time-invariant signal processing.

2 PERIODIC AND POLYPERIODIC LINEAR SYSTEMS

A continuous-time, linear, time-varying system \( H \) is characterized, in general, by the integral transformation,

\[
y(t) = H \circ x(t) = \int_{-\infty}^{\infty} h(t, s)x(s)ds \quad \text{for} -\infty < t < \infty,
\]

relating the input signal (continuous-time waveform) \( x(t) \) to the output signal \( y(t) \). Since we are interested here in the signal-transforming properties of the system, we consider only the zero-state response; that is, the part that depends linearly on the input signal as in (1). The kernel function in the integral transform is called the impulse response of the system.

Much of the theory of filter design, or of system analysis in general, is limited to time-invariant systems. Such systems are characterized by how response is affected by time shifts of the input. Let \( D_T \) denote a \( T \)-second time-shift (delay) operator; \( x(t - T) = D_T \circ x(t) \). A system \( H \) is said to be time-invariant if and only if it commutes with the delay operator for each value of the \( T \) parameter: \( D_T \circ (H \circ x(t)) = (D_T \circ x(t)) \circ H \). It is well known, of course, that for a time-invariant linear system, the impulse response function in (1) depends only on the single variable \( t - s \), and the integral transform becomes a convolution integral. For a periodically-time-varying (PTV) system, on the other hand, \( D_T \) commutes with \( H \) only for specific values of the \( T \) parameter. If commutativity holds for a particular value of \( T \), then it also holds for any integer multiple of that value. Hence The Periodicity of the system is designated as the smallest positive value of \( T \) for which the commutative relation holds. It is easy to show that the commutativity condition for the PTV system implies the following joint periodicity of the impulse response function:

\[
h(t + T, s + T) = h(t, s) \quad \text{for all} \ t, s.
\]

For some purposes, it is convenient to define an alternative impulse response function by means of a simple change of time variable. Let
then \( p(t, \tau) \) is periodic \((T)\) in \( t \) and is assumed to have a Fourier series expansion so that we can write

\[
h(t, s) = \sum_k p_k(t-s)e^{j2\pi kt/T},
\]

where

\[
p_k(\tau) = \frac{1}{T} \int_0^T h(t, t-\tau)e^{-j2\pi kT} dt
\]

and we have

\[
y(t) = \sum_k e^{j2\pi kt/T} \int_{-\infty}^{\infty} p_k(t-s)x(s)ds.
\]

Equation (4c) gives our first canonical configuration for the PTV system by direct inspection. Each term in the sum represents a time-invariant system, with impulse response \( p_k(t-s) \), followed by an exponential-type modulator. Hence the overall system is a parallel bank of subsystems, each driven by the common input signal, and the output signal is formed by summing the outputs of the subsystems. A shorthand graphical representation for this parallel configuration, which will be generally useful for all configurations, is shown in Fig. 1.

![Figure 1: Graphical representation to be used to portray parallel-path configurations.](image)

For this particular example, the \( k \)-th path consists of a time-invariant filter, with transfer function \( P_k(f) \), followed by an exponential modulator having a frequency of \( k/T \).

The periodicity expressed in (2) would also permit another kind of Fourier expansion, in \( s \) rather than \( t \):

\[
h(t, s) = \sum_k q_k(t-s)e^{j2\pi ks/T},
\]

which leads directly to an equivalent parallel-path configuration involving exponential input modulators followed by time-invariant filters, with transfer functions \( Q_k(f) = P_k(f-k/T) \). A convenient general equivalence between systems that use modulators of the exponential type is shown in Fig. 2. This equivalence may be used in a variety of ways to derive alternative configurations. For example, if a particular analysis technique results in a configuration using both input and output exponential modulators, then it can easily be converted to a configuration using only input modulators or only output modulators.

![Figure 2: Input/output equivalent subsystems that employ exponential modulators.](image)

An important generalization of the PTV system is the polyperiodic linear system wherein the restriction that the exponential functions all have harmonically related frequencies is removed. If the set of frequencies \([m/T; m \text{ integer}]\) for the PTV system is replaced by an arbitrary discrete set \([\lambda_m] \), then \( p(t, \tau) \) in (3) can be regarded as an almost-periodic function in \( t \), which leads to the expansion

\[
h(t, s) = \sum_m p_m(t-s)e^{j2\pi \lambda_ms},
\]

where

\[
p_m(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} h(t, t-\tau)e^{-j2\pi \lambda_m t} dt.
\]

An example of a common situation where the polyperiodic filter response is required arises in the extraction of a bandpass carrier signal at frequency \( f_0 \) carrying a baseband synchronous digital data signal with a symbol rate of \( 1/T \). Such a signal is most naturally regarded as polycyclostationary since there is usually no practical reason to regard \( f_0 \) and \( 1/T \) as harmonically related; they could possibly be incommensurate numbers.

The class of polyperiodic systems corresponds closely with the concept of "stationary linear time-varying" systems introduced by Claassen and Mecklenbrauker [1]. They define this class of systems so that which maps almost-periodic inputs into almost-periodic outputs. They show that such systems are partially characterized by a set of frequency-mapping functions \([\lambda_m] \), which reflects the fact that each input of the form \( \exp[j2\pi \lambda_t] \) is mapped into a linear combination of the set \( \exp[j2\pi \lambda_m(\lambda_t)] \). They then proceed to show that the constraint of causality, \( h(t, s) = 0 \) for \( t < s \), implies that each of these frequency-mapping functions is linear; that is, \( \lambda_m(\lambda) = \lambda + \lambda_0m \) for each \( m \). Then we have

\[
h(t, s) = \sum_m p_m(t-s)e^{j2\pi \lambda_0m}.
\]
so that, with the constraint of causality, the impulse responses have the same form as that in (6) for the polyperiodic filter.

Another useful application for the Fourier-series type representations examined here is in the analysis of PTV systems that are designed to implement a time-invariant (convolution) signal-processing operation. This approach is used because of the unique implementation advantages that can result. Important examples are analog integrated-circuit switched capacitor filters, the $N$-path filter for realization of multiple passband (comb) filters [2], and digital filters using PTV subsystems to eliminate expensive multiplier circuitry [3, 4]. We can say that any PTV system has a time-invariant component given by the $k = 0$ term in (4) or (5). The overall system would exhibit a time-invariant input/output relationship if transmission through all other paths is suppressed by some means. One way to accomplish this, in a manner independent of the particular path properties, is to bandlimit the input and output signals to the frequency range $|f| \leq 1/2T$. Thus, using the appropriate antialiasing filters at the input and output of a PTV system makes it equivalent to a time-invariant system.

3 FINITE-ORDER PTV SYSTEMS

The previous configurations are not physically realizable unless the Fourier series expansions (4) or (5) can be replaced by finite sums, or unless suitable bandwidth constraints can be placed on the input and output signals. For example, if $p(t, \tau)$ in (3) exhibits discontinuities in $t$, then an infinite number of time-invariant filters (and modulators) would be required for an exact realization. Even considering a finite series, the number of terms in the series is not necessarily a useful measure of implementation costs. Note, for example, that it is much easier to implement multiplication of a signal by a square wave than to implement multiplication by a sine wave. For a discrete-time system, the expansions corresponding to (4) or (5) will be finite, that is, $L$ terms ($L$ parallel paths) for a system having a period $L$. However, the parameter $L$ can also be regarded as a characterization of a limited signal bandwidth since it must be chosen large enough to avoid aliasing in the sampling process.

For many purposes, the order of the differential equation (or difference equation for the discrete time case) describing the system dynamics is a more accurate indication of implementation complexity. It is certainly more closely related to the number of components in the time-invariant subsystem of the overall PTV filter. For a digital system, the system order is a direct indication of memory requirements for the processor.

The general $M$-th order, single-input, single-output, linear, continuous-time system is described by an $M$-dimensional, first-order state equation and an output equation,

$$\dot{w}(t) = \mathbf{A}(t)w(t) + \mathbf{B}(t)x(t)$$

$$y(t) = \mathbf{C}(t)w(t) + \mathbf{D}(t)x(t)$$  \hspace{1cm} (8a)

where $w(t)$ is the $M$-dimensional state vector, $\dot{w}(t)$ is its time derivative, $\mathbf{A}(t)$, $\mathbf{B}(t)$, $\mathbf{C}(t)$, $\mathbf{D}(t)$ are $M \times M$, $M \times 1$, $1 \times M$, and $1 \times 1$ time-varying matrices, respectively. For the PTV system, they will vary periodically with time. In the following discussion, we assume $\mathbf{D}(t) = 0$ because it simply represents a parallel input/output path consisting only of a single modulator.

The zero-state response of the system (assume $w(-\infty) = 0$) is given by

$$y(t) = \int_{-\infty}^{t} \mathbf{C}(t)\Phi(t, s)\mathbf{B}(s)x(s)ds,$$  \hspace{1cm} (9)

where $\Phi(t, s)$ is the $M \times M$ state transition matrix for the system [5, 6]. Its columns are the $M$ linearly independent solutions of the homogeneous part of (8a); that is,

$$\frac{d}{dt}\Phi(t, t_0) = \mathbf{A}(t)\Phi(t, t_0)$$  \hspace{1cm} (10)

having the transitional properties

$$\Phi(t, t_0) = \Phi(t, t_1)\Phi(t_1, t_0)$$  \hspace{1cm} (11a)

$$\Phi(t, t_0) = \mathbf{I} \quad \text{(the $M \times M$ identity matrix)}$$  \hspace{1cm} (11b)

$$\Phi^{-1}(t, t_0) = \Phi(t_0, t).$$  \hspace{1cm} (11c)

For the PTV system the transition matrix has a very special form. We can use (10) and the periodicity to show that it can be expressed as the product of two matrices: one nonsingular, periodic matrix and another matrix having the typical exponential form of the transition matrix for a time-invariant system,

$$\Phi(t, 0) = \mathbf{J}(t)e^{\mathbf{R}t},$$  \hspace{1cm} (12)

where $\mathbf{J}(t)$ is periodic ($T'$ with $\mathbf{J}(0) = \mathbf{J}(T') = \mathbf{I}$ and $\mathbf{R}$ is a constant matrix [6]. Now if $\mathbf{J}(t)$ is used as a state transformation matrix, the system equations (8) can be rewritten to reveal that the overall PTV system can be implemented as a configuration consisting of an $M$-th order, $M$-input, $M$-output time-invariant subsystem with banks of $M$-element input and output modulators (but not necessarily of the exponential form) [7]. Define a new state variable by

$$z(t) = \mathbf{J}^{-1}(t)w(t);$$  \hspace{1cm} (13)

then (8) becomes

$$\dot{z}(t) = \mathbf{R}z(t) + \mathbf{J}^{-1}(t)\mathbf{B}(t)x(t)$$  \hspace{1cm} (14a)

$$y(t) = \mathbf{C}(t)\mathbf{J}(t)z(t)$$  \hspace{1cm} (14b)

where $\mathbf{J}^{-1}(t)\mathbf{B}(t)$ is a column matrix whose elements are the input modulators and $\mathbf{C}(t)\mathbf{J}(t)$ is a row matrix giving the output modulators. An additional state transformation permits the time-invariant subsystem (characterized by $\mathbf{R}$) to be implemented...
as \( M \) parallel (uncoupled) paths, thus minimizing the complexity of the system. Let \( K \) be the \( M \times M \) matrix that diagonalizes \( R \),

\[
K^{-1}RK = \Lambda = \text{diag}(\lambda_m) M.
\]

Then with

\[
v(t) = K^{-1}z(t)
\]

the system equations become

\[
\begin{align*}
\dot{v}(t) &= \Lambda v(t) + B'(t)x(t) \\
y(t) &= C'(t)v(t),
\end{align*}
\]

where \( B'(t) = K^{-1}J^{-1}(t)B(t) \) and \( C'(t) = C(t)J(t)K \) give the modified input and output modulators, respectively. Using (9) for the state-transformed system, we see that the impulse response of any \( M \)-th order PTV system has the separable form,

\[
h(t, s) = \begin{cases}
\sum_{i=1}^{M} f_i(t)g_i(s) & \text{for } t \geq s \\
0 & \text{otherwise}
\end{cases}
\]

where

\[
\begin{align*}
f_i(t) &= c_i'(t)e^{\lambda_i t} \\
g_i(s) &= b_i'(s)e^{-\beta_is}
\end{align*}
\]

and \( c_i'(t) \) and \( b_i'(t) \) denote the \( i^{th} \) elements of the transformed matrices \( C'(t) \) and \( B'(t) \), respectively, in (17). For each of the real eigenvalues (poles) \( \lambda_i \) of the system, the corresponding path is a first-order (single integrator with feedback) system with periodic input modulator \( b_i'(t) \) and periodic output modulator \( c_i'(t) \). For each complex eigenvalue there is a corresponding conjugate eigenvalue and these can be paired in (18a) and implemented as a second-order subsystem. Typically, when this diagonalization procedure is applied in the analysis of a time-invariant system to put the system in its "normal" or "state-variable" form, the complex poles are implemented with two cross-coupled first-order systems. The PTV system affords an attractive alternative that avoids the cross-coupling. This is often a significant practical advantage when the eigenvalue has a large imaginary part in comparison to the real part (high-\( Q \) poles). To show this alternative, consider the complex eigenvalue pair \( \alpha + j\beta \) and \( \alpha - j\beta \), along with the associated input modulators \( b(t) \) and \( b^*(t) \) and output modulators \( c(t) \) and \( c^*(t) \). From (18a), the impulse response of this subsystem is

\[
h(t, s) = 2\text{Re} \left[ c(t)e^{(\alpha+j\beta)(t-s)}b(s) \right]
\]

\[
= 2\text{Re} \left[ c(t)e^{\beta t}e^{i\beta(t-s)}e^{-j\beta s}b(s) \right]
\]

where

\[
c'(t) = c(t)e^{\beta t} \quad \text{and} \quad b'(t) = b(t)e^{-\beta t}.
\]

Hence by appropriately modifying the modulating functions, the entire \( M \)-th order PTV system can be implemented by \( M \) parallel paths as shown in Fig. 3. Each path contains a first-order system with a pole given by the real part of the corresponding eigenvalue in (15). Since the frequencies \( \beta/2\pi \) and \( 1/T \) are not necessarily harmonically related, we have here an example of how a polyperiodic system can be used to advantage to realize a periodic system. The situation is analogous to using a periodic system to realize a time-invariant system, as discussed previously.

![Figure 3: Canonical configuration for \( M \)-th order PTV system.](image)

4 PERIODIC FILTERING OF CYCLOSTATIONARY SIGNALS

When dealing with cyclostationary signals, various signal representation schemes help to characterize linear signal processing operations. These representations tend to be of a mixed discrete/continuous nature and they can be useful to reveal the time-invariant aspects of periodic filtering of cyclostationary signals. One such scheme is the Harmonic Series Representation (HSR) whereby an arbitrary continuous-time signal is represented by a sequence of bandlimited signals [8]. We can write

\[
x(t) = \sum_{n} x_n(t)e^{j2\pi nt/T},
\]

where

\[
x_n(t) = \int_{-\infty}^{\infty} v(t - \tau)e^{-j2\pi nt/T}x(\tau)d\tau
\]

and \( v(t) = (1/T) \text{sinc}(t/T) \) is the impulse response of an ideal lowpass filter with passband in \( |f| \leq 1/2T \). The nature of the decomposition (20a) is quite transparent in the frequency domain. The Fourier transforms of the \( x_n(t) \) signals are simply contiguous segments, of width \( 1/T \), of the Fourier transform of \( x(t) \). Since \( V(f) = 1 \)
in \(|f| \leq 1/2T\) and \(V(f) = 0\) elsewhere, we can write
\[
X(f) = \sum_n X_n(f - n/T),
\]
(21a)

where
\[
X_n(f) = V(f)X(f + n/T)
\]
(21b)
and taking inverse Fourier transforms of (21) gives (20) directly.

Another useful representation scheme is the Translation Series Representation (TSR) which is the time-frequency dual of the HSR [8]. In the TSR, the continuoustime signal is decomposed into contiguous segments (or “chips”) of \(T\)-second width. This type of representation has been extensively used in a variety of fields. One notable example in the field of digital communication is presented in [9], where the chip \(D\)-transform is used for analysis of maximum-likelihood sequence estimation.

We now show how a linear PTV system of period \(T\) maps an input HSR \(\{x_n(t)\}\) into the output HSR \(\{y_n(t)\}\). Starting from
\[
y(t) = \sum_n y_n(t)e^{j2\pi nt/T} = \int_{-\infty}^{\infty} h(t, s) \sum_m x_m(s)e^{j2\pi ms/T} ds
\]
(22)
and using the impulse response expansion of (4),
\[
h(t, s) = \sum_k \Delta h_k(t - s)e^{j2\pi kT/T}
\]
(23)
and the HSR for each of the terms in (23), we obtain
\[
p_k(t - s) = \sum_m \Delta p_{km}(t - s)e^{j2\pi mT/T},
\]
(24)
which gives a double Fourier expansion of \(h(t, s)\):
\[
h(t, s) = \sum_n \sum_m h_{nm}(t - s)e^{j2\pi nt/T}e^{-j2\pi ms/T},
\]
(25)
where
\[
h_{nm}(t) \triangleq p_{(n-m)T}(t).
\]
(26)
Now since both the \(x_n(t)\) and the \(h_{nm}(t)\) functions are bandlimited, the result of substituting (25) into (22) can be greatly simplified. Equating terms having the same exponential factors, we get the convolution
\[
y_n(t) = \sum_m \int_{-\infty}^{\infty} h_{nm}(t - s)x_m(s)ds \quad \text{for all } n
\]
(26)
or, taking Fourier transforms and using matrix notation,
\[
Y(f) = H(f)X(f),
\]
(27)
where \(X(f) = \text{col}(X_n(f))\), \(Y(f) = \text{col}(Y_n(f))\), and the elements of the \(H(f)\) matrix,
\[
H_{nm}(f) = \Delta h_{nm}(f + m/T) \quad \text{for all } |f| \leq 1/2T,
\]
(28)
are transfer functions of lowpass filters (bandlimited to the frequency range \(|f| \leq 1/2T\)). This representation leads to an implementation configuration consisting of a bandlimited (lowpass) time-invariant subsystem with banks of input and output exponential modulators. A physical interpretation of the signal processing is that the input modulators perform frequency shifting of various portions of the input spectrum to a set of “baseband” signals in the band \(|f| \leq 1/2T\). Then lowpass filtered versions of these signals are linearly combined and the output modulators perform frequency shifting back into various spectral regions to form the output signal. This configuration is easily converted to the parallel-path (but not bandlimited) configuration of Fig. 1 using only output modulators. From (24) and (25), we have
\[
P_k(f) = \sum_m H_{(m+k)T}(f - m/T)
\]
(29)
for the transfer functions of the filters in the parallel-path/output-modulator configuration. The equivalence shown in Fig. 2 can be used to convert to a parallel-path/input-modulator configuration.

For a cyclostationary random process, the HSR exhibits a very useful kind of stationarity. If \(x(t)\) is cyclostationary with period \(T\), then its autocorrelation has a periodicity expressed by
\[
E[x(t)x^*(s)] = k_{2x}(t, s) = k_{2x}(t + T, s + T) \quad \text{for all } s, t
\]
(30)
The HSR for \(x(t)\) has elements that are jointly stationary (in the wide sense) [8]. Hence, a scalar cyclostationary process can be treated as a stationary vector process. Let the cross-correlations of the elements of the HSR be denoted by
\[
r_{nm}(t - s) = E[x_n(t)x_{m}^*(s)].
\]
(31)
Then the autocorrelation for \(x(t)\) is expressed as a double Fourier series,
\[
k_{2x}(t, s) = \sum_n \sum_m r_{nm}(t - s)e^{j2\pi nt/T}e^{-j2\pi ms/T}.
\]
(32)
Assuming that \(x(t)\) is a zero-mean process, we note from (32) that it is wide-sense stationary (WSS) if and only if the HSR elements are uncorrelated; that is, \(\{r_{nm}(\cdot)\}\) is a diagonal matrix. In fact, the diagonal entries of this matrix form the HSR for the stationary autocorrelation function. The off-diagonal entries represent the correlation between spectral components in nonoverlapping frequency regions that is characteristic of cyclostationary processes. If the signal process is subjected to severe bandlimiting, or if phase randomizing parameters are introduced, then the spectral correlation is reduced or eliminated and signal recovery schemes that take advantage of the spectral correlation will suffer in performance.
To illustrate how the HSR is used to solve signal recovery problems, we consider the class of problems known as minimum mean-squared-error continuous waveform estimation. We seek the optimum linear filter to produce an output waveform \( y(t) \), which is nearest (in a mean-squared-error sense) to a desired waveform \( w(t) \). The input signal \( z(t) \) is frequently a received signal that results from modulation of a periodic "carrier" signal by a message process \( w(t) \) and subsequent transmission over a noisy and dispersive communication channel. The receiver is diagrammed in Fig. 4.

![Diagram of waveform estimation](image)

**Figure 4:** Continuous waveform estimation for real signals.

To minimize \( E[|e(t)|^2] \), for each instant \( t \), we select the filter that satisfies the orthogonality condition, which says that the correlation between the error and all of the observed data should vanish [10].

\[
E[(y(t) - w(t))z^*(s)] = 0 \quad \text{for all } t, s. \tag{33}
\]

The resulting condition on the impulse response of the optimum filter can be obtained directly from (33):

\[
\int_{-\infty}^{\infty} h(t, s)k_{zz}(\sigma, s)d\sigma = k_{uz}(t, s) \quad \text{for all } t, s. \tag{34}
\]

This is the orthogonality condition for the case of real signals. For complex signal-processing problems, typical of bandpass carrier-type signals, the orthogonality condition needs to be extended. This is discussed later in Section 5.

Now use representations of the form (25) for the impulse response \( h(t, s) \), and the (32) for the autocorrelation \( k_{zz}(t, s) \) in (34). Using the fact that both the \( h_{nm}(t - \sigma) \) and the \( r_{nm}(\sigma - s) \) functions are bandlimited to the interval \( |f| \leq 1/2T \), the LHS of (34) can be simplified and written in terms of the Fourier transforms of these functions as

\[
\sum_n \sum_m \sum_k \int_{-\infty}^{\infty} H_{nm}(f)R_{mk}(f)e^{j2\pi ft - j2\pi ks/T}e^{-j2\pi ks/T}. \tag{35}
\]

Using the same format for the cross-correlation of \( w(t) \) and \( z(t) \), the RHS of (34) can be written as

\[
k_{uz}(t, s) = \sum_n \sum_k w_{nk}(l - s)e^{j2\pi ft/T}e^{-j2\pi ks/T}. \tag{36}
\]

Polyperiodic Linear Filtering

Since the condition is to hold for all \( t \) and \( s \), we can equate factors of corresponding exponential terms. Then taking Fourier transforms of the functions of \( (t - s) \), we get

\[
\sum_n H_{nm}(f)R_{mk}(f) = W_{nk}(f) \quad \text{for all } n, k \tag{37}
\]

or, in matrix notation, the solution for the optimum PTV filter is

\[
H(f) = W(f)R^{-1}(f) \tag{38}
\]

which closely resembles the form of the solution for the Wiener filter for stationary signals. In fact, it is simply a multiinput/multioutput Wiener filter for the HSR representor vector [8].

We illustrate the application of this result by considering a familiar problem in digital data communication. The problem is to recover a synchronous pulse-amplitude-modulation (PAM) signal which is received with additive, zero-mean, stationary noise \( u(t) \), characterized by the power spectral density function \( K_{uu}(f) \). A baseband carrier pulse \( g(t) \) is used to transmit the stationary data sequence \( \{c_n\} \). Hence the optimum filtering problem can be stated in terms of the quantities shown in Fig. 4 as

\[
z(t) = x(t) + u(t) \tag{39a}
\]

\[
w(t) = x(t) = \sum_n c_n g(t - nT). \tag{39b}
\]

The relevant correlation functions are

\[
k_{xz}(t, s) = k_{xx}(t, s) + k_{uu}(t - s) \tag{40a}
\]

\[
k_{uz}(t, s) = k_{zz}(t, s) = k_{xz}(t, s)
\]

\[
= \sum_n \sum_m w_{nm}(l - s)e^{j2\pi nt/T}e^{-j2\pi ks/T}. \tag{40b}
\]

where, using (20) for the HSR \( \{x_n(t)\} \) for \( x(t) \),

\[
w_{nm}(l - s) = E[x_n(t)x_n^*(s)]
\]

and some straightforward calculations give the Fourier transform of the HSR cross-correlation matrix elements for PAM as

\[
W_{nm}(f) = \frac{1}{T} M(f)G(f + n/T)G^*(f + m/T)V(f), \tag{41}
\]

where \( V(f) \) is the rectangular bandlimiting factor used in (20) and (21). The \( M(f) \) factor in (41) is the power spectral density of the discrete-time data sequence; that is,

\[
M(f) \triangleq \sum_n E[|c_{n+1}c_n^*|e^{-j2\pi Tf}]. \tag{42}
\]
Note that $M(f)$ is periodic $(1/T)$ in $f$. The key step in solving for the optimum filter is inversion of the autocorrelation matrix $\mathbf{R}(f)$ for the received signal $z(t)$ in (38). Although the $\mathbf{R}(f)$ matrix is, in general, of infinite dimension, its inversion is simple because the matrix has the form of the sum of a diagonal matrix and a rank-one matrix. To see this, we define the following matrices in terms of the HSRs for $k_{uu}(t)$ and $g(t)$, respectively,

$$K(f) = \text{diag}(K_{uu}(f + n/T))$$

$$G(f) = \text{col}(G(f + n/T)).$$

Then from (40) and (41), we have

$$\mathbf{R}(f) = K(f) + \frac{1}{T} M(f) G(f) G^T(f) \quad \text{for all } |f| \leq 1/2T.$$  

Now, using the Matrix Inversion Lemma [11], we get

$$\mathbf{R}^{-1}(f) = K^{-1}(f) - K^{-1}(f) G(f) \left[ \frac{T}{M(f)} \mathbf{I} + G^T(f) K^{-1}(f) G(f) \right]^{-1} G^T(f) K^{-1}(f).$$

In (45), $G^T(f) K^{-1}(f) G(f)$ is a scalar,

$$G^T(f) K^{-1}(f) G(f) = TL(f),$$

where $L(f)$ is defined as the periodic $(1/T)$ scalar function

$$L(f) = \frac{1}{T} \sum_{n} \frac{|G(f + n/T)|^2}{K_{uu}(f + n/T)}.$$  

Now premultiplying (45) by the matrix $\mathbf{W}(f)$, as in (38), and performing the matrix multiplications, we express the solution to the problem as

$$H_{nn}(f) = \frac{1}{T} D(f) \left[ \frac{G(f + n/T) G^*(f + m/T)}{K_{uu}(f + m/T)} \right] \quad \text{for all } |f| \leq 1/2T,$$

where we define the periodic $(1/T)$ function $D(f)$ by

$$D(f) = \frac{M(f)}{1 + M(f) L(f)}.$$  

To convert this solution to the parallel-path structure of Fig. 1, we use (29) to get

$$P_k(f) = \sum_{m} H_{m+k,m}(f - m/T)$$

$$= \frac{1}{T} D(f) \frac{G^*(f)}{K_{uu}(f)} G(f + k/T).$$

For this example, a great deal more simplification can be accomplished. First, extract the common factor $D(f) G^*(f)/K_{uu}(f)$ in (50) as an input filter preceding all the parallel paths. Next, use the equivalence shown in Fig. 2 on each path, giving an exponential modulator followed by a time-invariant filter $G(f)$. This filter is common to all the paths, hence it can be extracted as an output filter following the path sum. Now the separate paths contain only modulators, which can be summed to give a single-path modulator equal to

$$\frac{1}{T} \sum_{k} e^{2\pi k f T} = \sum_{n} \delta(t - nT);$$

that is, the sum is an impulse modulator (IM) with impulses occurring every $T$ seconds.

The simplified result is shown in Fig. 5, where MF denotes the classical matched filter for the pulse $g(t)$ in additive noise $u(t)$ [10]. The block marked TDL represents a tapped-delay-line filter having transfer function $D(f)$. Since $D(f)$, in general, will not be a polynomial in $\exp[-j2\pi T f]$, the TDL realization might require an infinite number of taps; however, a finite structure using delay lines in a feedback configuration could be used to realize a more general $D(f)$ transfer function.

![Figure 5](image-url)

**Figure 5**: Optimum PTV filter for recovery of baseband PAM waveform. (a) Matched-filter/tapped-delay-line/impulse-modulator implementation. (b) Equivalent Matched-filter/digital-filter/PAM implementation.

The TDL/IM combination in Fig. 5a can be replaced by a sampler and digital (discrete-time) filter (DF) combination as shown in Fig. 5b. The discrete-time signal at the output of the DF is used to form a new PAM signal using the carrier pulse $g(t)$ at the output of the continuous waveform estimator. The optimum PTV filter for the PAM signal can be interpreted in terms of known results for the optimum linear receiver/demodulator for PAM [10]. This result states that the sampled output of a time-invariant receiver filter, $H(f) = G^*(f) D(f)/K_{uu}(f)$, provides the minimum mean-squared-error estimate of the data sequence $\{c_n\}$. Given that the pulse shape $g(t)$ is known, it is clear that reconstruction of the PAM signal from these estimates gives the best output waveform. Other equivalent structures can be obtained when
the carrier pulses are bandlimited (usually to a frequency that is some fraction in excess of the Nyquist bandwidth, \(1/2T\)). Then the received signal can be sampled at its Nyquist rate, or higher, and the MF/TDL combination can be implemented as a single digital filter operating at the elevated rate; a result which corresponds to the use of "fractionally-spaced equalizers" for the data channel. This is discussed in more detail in [12].

As a second example to illustrate continuous waveform estimation on a cyclostationary signal process, we consider a spread-spectrum communication system where a stationary message signal process \(x(t)\) is multiplied by an arbitrary periodic spreading signal \(c(t)\). The resulting signal is transmitted over an additive white-noise channel. The receiver filter is required to transform the received signal \(z(t)\) into a minimum mean-squared-error estimate of the original waveform \(x(t)\). Thus, the problem can be stated as

\[
z(t) = c(t)x(t) + n(t) \tag{52a}
\]

\[
w(t) = x(t) \tag{52b}
\]

and

\[
c(t) = c(t + T) = \sum_P C_P e^{j2\pi P t/T}, \tag{53}
\]

which results in the following expressions for the correlation functions:

\[
k_{zz}(t, s) = c(t)c^*(s)k_{xx}(t - s) + N_0 \delta(t - s) \tag{54a}
\]

\[
k_{sz}(t, s) = c^*(s)k_{xx}(t - s). \tag{54b}
\]

Consider first the very simple case where \(x(t)\) is bandlimited to frequencies in the interval \(|f| \leq 1/2T\). In this case, the HSR for \(c(t)x(t)\) is simply \(|C_n x(t)|\), so that we have

\[
R_{nn}(f) = K_{xx}(f) + N_0 \delta_{nn} \tag{55a}
\]

\[
W_{sz}(f) = 0 \tag{55b}
\]

The solution for the \(H\) matrix in (38) has only a single nonzero row, and

\[
H_{nm}(f) = \frac{C_n^* K_{xx}(f)}{N_0 + P_0 K_{xx}(f)}, \tag{56}
\]

where

\[
P_0 = \sum_i |C_i|^2
\]

is the power in the spreading function. Then using this solution for \(H\) in (25) and performing the summation, we see that the entire PTV filter is simply

\[
h(t, s) = c^*(s)h_0(t - s), \tag{57}
\]

where

\[
H_0(f) = \frac{K_{xx}(f)}{N_0 + P_0 K_{xx}(f)}.
\]

That is, multiplication of the received signal \(z(t)\) by the conjugate of the spreading function \(c(t)\), followed by time-invariant filtering with a filter that corresponds to the optimum (Wiener) filter for \(\sqrt{P_s}x(t)\) in additive white noise. As signal-to-noise ratio increases \((N_0 \rightarrow 0)\), this filter becomes independent of the particular shape of the signal spectral density function and approaches an ideal lowpass filter with a cutoff frequency that does not exceed 1/2T. The simplicity of the solution in this case can be attributed to the fact that we assumed \(x(t)\) to be bandlimited to the extent that the spectrum of \(c(t)x(t)\) consists of translated nonoverlapping versions of the spectrum of \(x(t)\), as shown in Fig. 6. Considering, for the moment, that \(x(t)\) has a Fourier transform and that it is represented by the triangular shape in the figure, we can interpret the spread signal as a set of double-sideband (DSB) signals centered on each of the harmonics of \(c(t)\). Since the individual DSB signals do not overlap in frequency, we could use a normal DSB demodulation technique, regarding one of the harmonics as a carrier, and \(x(t)\) could be recovered without interference from aliased versions of itself. However, this approach would not realize the processing gain inherent in a spread-spectrum system. Assuming \(H_0(f)\) to be an ideal lowpass filter of bandwidth 1/2T, the output signal-to-noise ratio (SNR) of the optimum filter of (57) is \(P_s P_0/(N_0)\), where \(P_s\) is the power in the \(x(t)\) signal. On the other hand, if DSB recovery of \(x(t)\) from the carrier at frequency \(n/T\) was used, the SNR would be \(P_s |C_n|^2 (T/N_0)\). In other words, the optimum receiver provides a processing gain equal to the ratio of the total power of the spreading signal to the power in its \(n\)-th harmonic.

![Figure 6: Spectrum of spread signal.](image)

For a more general treatment of this example, we consider a wider bandwidth signal \(x(t)\) (or a longer period \(T\) for \(c(t)\)) such that there is some degree of spectral overlap (aliasing) of the DSB components of the spread signal. Let \(|s_n(t)|\) be the HSR for the autocorrelation of the message process \(x(t)\), that is,

\[
k_{xx}(\tau) = \sum_n s_n(\tau) e^{j2\pi n \tau/T} \tag{58}
\]

so that

\[
S_n(f) = K_{xx}(f + n/T) \quad \text{for all } |f| \leq 1/2T. \tag{59}
\]
Then the more general expressions for \((55a)\) and \((55b)\) become

\[
R_{nm}(f) = \sum_t C_{n-t} C_{m-t}^* S_t(f) + N_0 \delta_{nm}
\]

(60a)

and

\[
W_{nk}(f) = C_{k-n}^* S_k(f).
\]

(60b)

The form of the orthogonality condition can be simplified by taking a hint from the previous result and assuming a general solution of the form

\[
h(t, s) = c^*(s) g(t, s).
\]

(61)

Then \((34)\) can be reexpressed for this problem as

\[
\int_{-\infty}^{\infty} \left| c(\sigma) \right|^2 g(t, \sigma) k_{xx}(\sigma - s) d\sigma + N_0 g(t, s) = k_{xx}(t - s).
\]

(62)

At this point, the asymptotic solution for low SNR \((N_0 \to \infty)\) can be easily seen for the general case of arbitrary spectral overlap of the signal components. In this case, the second term on the LHS of \((62)\) dominates and we can solve directly for \(g(t, s)\).

The asymptotic result for low SNR is

\[
h(t, s) = \frac{1}{N_0} c^*(s) k_{xx}(t - s).
\]

(63)

So the optimum PTV filter is a \(c^*(t)\) multiplier followed by a time-invariant filter with transfer function \(K_{xx}(f) / N_0\), which is simply the low-SNR Wiener filter for the original signal in white noise.

To continue with the general solution to \((62)\), it is helpful to use a frequency-domain approach. Make a Fourier series expansion of \(|c(t)|^2\),

\[
|c(t)|^2 = \sum_n P_n e^{j2\pi nt/T} \quad \text{where} \quad P_n \triangleq \sum_m C_{m+n} C_{m}^*,
\]

(64)

and use an expansion like \((25)\) to represent the part of the filter following the input multiplier. Then, using \((58)\) for \(k_{xx}(\tau)\), the expression equivalent to \((37)\) for this problem is

\[
\sum_m P_{m-k} G_{nm}(f) S_k(f) + N_0 G_{nk}(f) = S_k(f) \delta_{nk}
\]

(65)

or, in matrix notation,

\[
G(f) P S(f) + N_0 G(f) = S(f),
\]

(66)

where

\[
S(f) = \text{diag}(S_n(f)) \quad \text{and} \quad P = \{ P_n \}_{n-m}.
\]

We illustrate the solution of \((66)\) by considering the case where there is spectral overlap only between adjacent DSB components of the spread signal, that is,

\[\begin{array}{c}
K_{xx}(f) = 0 \quad \text{for} \quad |f| \geq 1/T. \\
\end{array}\]

In this case, \(S_n(f) = 0 \quad \text{for} \quad |n| > 1 \quad \text{and the diagonal matrix on the RHS of \((66)\) has only three nonzero entries. Hence the solution is easily manageable without a computer. In fact, solving \((66)\) separately in the regions \(f < 0 \quad \text{and} \quad f > 0 \) requires inversion of only 2 \times 2 matrices. As in the simpler case examined previously, the solution for the optimum filter becomes independent of the shape of the message spectrum as \(N_0 \to \infty\). Noting that \(P_{-t} = P_t^* \) since \(|c(t)|^2\) is real, the solution can be expressed as

\[
G(f) = \begin{bmatrix}
P_0 U(f) & -P_0^* U(f) & 0 \\
-P_0 U(f) & P_0 V(f) & -P_0^* U(-f) \\
0 & -P_0 U(-f) & P_0 U(-f)
\end{bmatrix},
\]

(67)

where we have defined the rectangular filtering functions

\[
U(f) = \begin{cases} 
1 & \text{in} \ 0 \leq f < 1/2T \\
0 & \text{otherwise}
\end{cases}
\]

(68)

and

\[
V(f) = U(f) + U(-f).
\]

This solution represents a structure having multiple paths between the three inputs and three outputs \((G(f) = \text{not diagonal})\). It can be converted to a parallel-path structure using a summation as in \((29)\). Finally, the equivalence shown in Fig. 2 can be used to make all the path filters symmetric about \(f = 0\) and the implementation shown in Fig. 7 is the optimum receiver filter at high SNR. Note that the time-invariant (center) path has an ideal lowpass filter with twice the bandwidth of the filters in the other two paths.

![Figure 7: Optimum demodulation filter for spread-spectrum signal at high SNR.](image)
Calculation of the time-averaged mean-squared error for the optimum filter gives
\[
\frac{1}{T} \int_{0}^{T} E[|\varepsilon(t)|^2] dt = N_0 \sum_{n} \int_{-1/2T}^{1/2T} G_{nn}(f) df
\]  \hspace{1cm} (69)
indicating that the aliasing error is completely eliminated as \( N_0 \to 0 \) and the output SNR approaches
\[
P_d \left[ \left( P_0^2 - |P_1|^2 \right)/P_0 \right] (T/2N_0).
\]

5 POLYPERIODIC FILTERING
OF POLYCYCLOSTATIONARY SIGNALS

As a final example of a waveform extraction or signal recovery problem, we consider optimum linear demodulation of a bandpass carrier signal when one or more interfering carrier signals are present, each having significant spectral overlap with the signal of interest, as well as additive noise. This example introduces two important aspects of signal recovery that have not been addressed so far: 1) Some situations are best modeled in terms of polycyclostationary processes, leading to polyperiodic filters, for which some of the foregoing analysis techniques are inappropriate. In this example, the carrier frequencies of the various bandpass signals need not be harmonically related to each other, nor to the possibly cyclostationary message processes (e.g. digital data) which modulate the various carriers; 2) complex envelope representation has many advantages for dealing with signals of a bandpass nature; however, unlike the case of time-invariant bandpass filtering, a general time-varying signal-processing operation cannot be characterized by a single complex transformation on the complex envelope.

Addressing the second issue first, we observe that a transformation like (1) with a complex impulse response \( h(t, s) \) operating on a complex signal \( x(t) \) can also be regarded as a \( 2 \times 2 \) matrix of real operators (given by the real and imaginary parts of \( h(t, s) \)) which operates on a 2-dimensional real vector signal composed of its real and imaginary parts. The limitation of this complex operator is that this \( 2 \times 2 \) matrix has only two independent entries, whereas signal recovery problems often require the more general transformation that would be provided by a matrix of four real operators, each of which can be independently specified. Brown [13] shows how the general transformation can be expressed as the sum of a complex linear transformation and a conjugate linear transformation. Any conjugate linear (CL) transformation can be realized as a conjugator followed by a complex linear transformation. It can also be realized by a complex linear transformation followed by a conjugator, simply by conjugating the impulse response, that is,
\[
\int g(t, s)x^*(s)ds = \left[ \int g^*(t, s)x(s)ds \right]^*.
\]  \hspace{1cm} (70)
Hence, for the analysis of optimum filtering in terms of processing a complex envelope signal \( z(t) \), we use a transformation characterized by
\[
y(t) = \int_{-\infty}^{\infty} [h(t, s)x(s) + g(t, s)z^*(s)] ds,
\]  \hspace{1cm} (71)
which is implemented as the two-path structure shown in Fig. 8. Such a transformation is referred to as linear/conjugate linear (LCL) [12–15].

The conventional definition for the complex envelope \( z(t) \) of a real bandpass signal \( x(t) \), relative to a “center” frequency \( f_0 \), is [10]
\[
x(t) = \text{Re} \{ x(t) e^{i 2\pi f_0 t} \}
\]  \hspace{1cm} (72a)
\[
z(t) = [x(t) + j \hat{x}(t)] e^{-j 2\pi f_0 t}
\]  \hspace{1cm} (72b)
where \( \hat{x}(t) \) denotes the Hilbert transform of \( x(t) \). Thus we see that the transformation (72a) from \( z(t) \) to \( x(t) \) is LCL, while the transformation (72b) from \( x(t) \) to \( z(t) \) is simply complex linear and can be characterized by the single impulse response function
\[
c(t, s) = u_c(t - s) e^{-j 2\pi f_0 t},
\]  \hspace{1cm} (73)
where the transfer function of the time-invariant part is the step-function
\[
U_c(f) = 1 + j(-j \text{ sgn} f) = 1 + \text{ sgn} f
\]  \hspace{1cm} (74a)
and the output of \( U_c(f) \) is often called the “analytic signal” or “pre-envelope” for \( x(t) \) [10]. Typically, a bandpass time-varying filtering problem will be solved in terms of the operations on \( z(t) \), then the result can be combined with the structure for forming the complex envelope, shown to the left in Fig. 8, to form the overall processor operating on the real bandpass signal.

![Figure 8: Complex envelope transformation followed by LCL processing.](image)

For optimum filtering problems based on complex envelopes, the impulse response \( h(t, s) \) in Fig. 4 must be replaced by the LCL transformation in Fig. 8 and the orthogonality condition needs to be restated to reflect the requirement that the error \( \epsilon(t) \) should be orthogonal to both \( z(s) \) and \( z^*(s) \) for all \( t \) and \( s \) in order to achieve minimum mean-squared-error. Hence the orthogonality condition requires that the following pair of equations be simultaneously satisfied:
\[
\int_{-\infty}^{\infty} h(t, \sigma)k_{zz}(\sigma, s)d\sigma + \int_{-\infty}^{\infty} g(t, \sigma)k_{zz}^*(\sigma, s)d\sigma = k_{zz}(t, s)
\]  \hspace{1cm} (74a)
\[
\int_{-\infty}^{\infty} h(t, \sigma)k_{z*}(\sigma, s)d\sigma + \int_{-\infty}^{\infty} g(t, \sigma)k_{z*}^*(\sigma, s)d\sigma = k_{z*}(t, s),
\]  \hspace{1cm} (74b)
where we have used the facts that
\[ k_{xz}(t, s) = E[z^*(t)z^*(s)] = k_{zz}(t, s), \]
and
\[ k_{zz}(t, s) = E[z^*(t)z(s)] = k_{zz}(t, s). \]

We now examine the nature of the orthogonality condition when \( z(t) \) is a polycyclic process, that is, its autocorrelation can be expressed in terms of an almost-periodic function in \( s \)
\[ k_{zz}(t, s) = E[z(t)z^*(s)] = \sum_m c^m(t - s)e^{j2\pi m t}, \] (75a)
where
\[ c^m(t) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} k_{zz}(t + \tau, t)e^{-j2\pi m \tau} d\tau, \] (75b)
for some set of cycle frequencies \( \{\alpha_m\} \). The coefficient functions \( c^m(\cdot) \) are cyclic autocorrelation functions, although Gardner, who originated the terminology, uses a slightly different definition involving time variables \( t + \tau/2 \) and \( t - \tau/2 \) instead of \( t \) and \( s \) in (75a) \[16, 17\]. The Fourier transforms of the cyclic autocorrelations, which will be used in this approach to the satisfaction of the orthogonality condition, are known as cyclic spectral density functions. These functions characterize the spectral correlation exhibited by polycyclic stationary signals, which has a straightforward physical interpretation. Let \( h(t) \) be the impulse response of a lowpass analysis filter having a bandwidth parameter \( \Delta f \). Then it is easy to show that the cross-correlation of the signals \( h(t) \otimes (z(t)e^{-j2\pi f_0 t}) \) and \( h(t) \otimes (z(t)e^{-j2\pi f_0(t + \alpha_n s)}) \) is proportional to \( \Delta f C^m(f) \) as \( \Delta f \to 0 \), where \( \otimes \) denotes a convolution operator \[16, 17\].

The orthogonality condition also requires expressions for
\[ k_{xz}(t, s) = E[z(t)z(s)] = \sum_m d^m(t - s)e^{j2\pi m t} \] (76)
and similar expressions for \( k_{ux}(\cdot, \cdot) \) and \( k_{uy}(\cdot, \cdot) \), which will be characterized by the cyclic cross-correlations \( [a^m(\cdot)] \) and \( [j^m(\cdot)] \), respectively. We assume that the set \( \{\alpha_n\} \), called the cycle spectrum, is closed under all additions and subtractions. Then the optimum filter can be represented by frequency-shift operations followed by time-invariant filtering using this same set of cycle frequencies, that is,
\[ h(t, s) = \sum_k g_{\alpha_k}(t - s)e^{j2\pi \alpha_k s}, \] (77a)
\[ g(t, s) = \sum_k g_{\alpha_k}(t - s)e^{j2\pi \alpha_k s}. \] (77b)

Substituting all the above series expansions into the orthogonality condition (74a,b), equating terms with like exponential factors, and taking Fourier transforms of the result gives the new expressions to be solved for the optimum filter \[12, 14, 15, 17\]:
\[ \sum_k Q_{\alpha_k}(f) C^{\beta_{\alpha_k} + \alpha_k}(f - \alpha_k) + \sum_k \tilde{Q}_{\alpha_k}(f) D^{-\beta_{\alpha_k} + \alpha_k}(f + \alpha_k) = E^\beta(f) \] (78a)
\[ \sum_k Q_{\alpha_k}(f) D^{\beta_{\alpha_k} + \alpha_k}(f - \alpha_k) + \sum_k \tilde{Q}_{\alpha_k}(f) C^{-\beta_{\alpha_k} + \alpha_k}(f + \alpha_k) = F^\beta(f) \] (78b)
for each \( \beta \in \{\alpha_n\} \).

We illustrate the solution of (78a,b) by an example simple enough to be worked out without the aid of a computer. Consider the situation, shown in Fig. 9, where two DSB signals, with carriers separated by frequency \( f_0 \), have the same bandwidth and total overlap of one sideband. Let \( z(t) \) be the complex envelope relative to the carrier frequency of the signal of interest, which is modulated by a real WSS process \( x(t) \), bandlimited to \( |f| \leq f_0 \). The interfering carrier signal is modulated with an independent real WSS process \( v(t) \), having the same bandwidth. There is an additional interference caused by additive white noise with spectral density \( N_0 \). Therefore we have
\[ z(t) = x(t)e^{j\theta} + v(t)e^{j\phi} e^{j2\pi f_0 t} + n(t) \] (79a)
\[ w(t) = x(t), \] (79b)
where \( \theta \) and \( \phi \) are the known phases of the signal of interest and the interfering signal, respectively. For this case the relevant correlation functions are
\[ k_{xx}(t, s) = k_{xx}(t - s) + k_{uv}(t - s)e^{j2\pi f_0(t - s)} + 4N_0 \delta(t - s) \] (80a)
\[ k_{uv}(t, s) = k_{xx}(t - s)e^{j2\theta} + k_{uv}(t - s)e^{j2\phi} e^{j2\pi f_0(t + s)} \] (80b)
\[ k_{uw}(t, s) = k_{xx}(t - s)e^{-j\theta} \] (80c)
\[ k_{ux}(t, s) = k_{xx}(t - s)e^{-j\phi} \] (80d)

Note that no noise term appears in (80b) since \( n(t) \) is the complex envelope of a WSS real process, and so \( E[n(t)n(s)] \) vanishes \[10\]. The cyclic spectral densities are obtained directly from (80a)–(80d). Taking Fourier transforms, we have
\[ C'(f) = K_{xx}(f) + K_{uv}(f - f_0) + 4N_0 \]
\[ D'(f) = K_{xx}(f)e^{j2\theta} \]
\[ D'(f) = K_{uv}(f - f_0)e^{j2\phi} \]
\[ E'(f) = K_{xx}(f)e^{-j\phi} \]
\[ F'(f) = K_{xx}(f)e^{-j\theta} \]
and all other cyclic spectral density terms vanish. This means that only three terms appear in each equation on the LHS of (78a,b). Using \( \beta_\ell = 0, -2f_0, \) and \( 2f_0 \), we find that the equations can be satisfied by
The message process \( x(t) \). Alternatively, a bandpass filter could extract the upper sideband of the interfering signal and coherent demodulation used to recover a noisy version of \( u(t) \) for later cancellation from the demodulated signal of interest. The solution given by (82) and (83) uses both these techniques in the proper combination to minimize the total effect of additive noise and cochannel interference.

The complexity of the solution to (78a,b) grows rapidly as the problem is made more interesting by increasing the amount of spectral overlap, by increasing the number of interfering carrier signals, and by letting the message process have its own cycle frequencies that might also be different from the cycle frequencies modulated onto the other carriers. Finding the optimum filter becomes extremely tedious or even impossible without some form of bandwidth constraints. This has led to the investigation of constrained optimum receivers, where the number of frequency-shift operations permitted by the receiver is set to some prescribed value. Even with a limited number of frequency shifts, there still is the problem of determining which set of frequency shifts will produce the best results. The problem has been examined in detail for a number of situations of practical interest. Results are reported in [12, 14, and 15]. We reproduce here some of the results presented in [14], where the computed minimum mean-squared-error is shown graphically as a function of the allowed number of frequency shifts, as shown in Fig. 11. In this example there is a single interferer with a carrier frequency offset by \( \omega_c = 0.2257 \) from the carrier of the desired signal. Both carriers are modulated with synchronous digital data, either in a binary phase-shift-keyed (BPSK) or quaternary phase-shift-keyed (QPSK) format.
The bandwidths of both signals are limited and maintained at a constant value for all cases shown, hence the amount of spectral overlap is fixed for a given value of \( f_c \). The bandwidth of the desired signal (for both sidebands) is normalized to a value of 1.0 while the bandwidth of the interferer is set equal to 0.753. The data rate in both desired and interfering signals is changed to see the effect of various amounts of excess bandwidth relative to the Nyquist bandwidth. Figure 11 shows results for \( e = 0.25, 1.0, \) and \( 3.0, \) where \((1 + e)/T\) is the total bandwidth and \(1/T\) is the baud rate. An additive white noise giving a SNR of 20 dB is also present for this example. The results show that increased excess bandwidth affords better performance because of the increased amount of spectral correlation in the cyclostationary message process. Also, BPSK always outperforms QPSK, at the same excess bandwidth, because it yields more spectral correlation in the carrier signals [14].

![Graph](image)

Figure 11: Performance of frequency-shift filtering to extract a desired signal from an interfering carrier signal and additive noise. Both signals are bandlimited and modulated with digital data at rates corresponding to excess bandwidth of 25%, 100%, and 300%.

6 CONCLUSIONS

We have examined a variety of input/output and state-variable characterizations for periodically- and polyperiodically-time-varying linear filters. The state-variable descriptions have the advantage that, unlike the Fourier series methods, the filter complexity does not depend directly on the harmonic complexity of the time-varying parameters. On the other hand, the Fourier series methods are more adaptable to the solution of optimum filtering problems. In this paper we have investigated such problems by applying the orthogonality condition, which expresses the optimum filter response implicitly in terms of the autocorrelation of its input and the cross-correlation between input and desired output. We consider some simple examples to illustrate how the orthogonality condition is solved for problems involving extraction of a cyclostationary signal process from a received signal having stationary and/or cyclostationary interference. We also present an extended form of the orthogonality condition for processing of complex-valued signals.
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1 INTRODUCTION

Recent years have witnessed a spate of research devoted to cyclostationary (CS) processes and their application in several fields, including telecommunications, signal processing, biomedicine, natural sciences, and economics, see e.g., [1–4] and references quoted therein. Starting with early investigations in the late 1950s, most contributions have focused on frequency domain and input-output descriptions. Only a few contributions were made to the state-space theory of such processes [5–9]. In this framework, a CS process is modeled as the output of a linear dynamical system with periodic coefficients excited by white noise inputs (state-space Markovian or simply Markovian model). This kind of description is well suited to clarify many important issues related to the representation, prediction, and identification of CS processes. Consider for instance the optimal linear prediction problem. As is well known, in the stationary case this issue is intimately related to spectral factorization theory and can be tackled either in an input-output context (by Wiener-Kolmogorov techniques) or in a state-space one (by Kalman-Bucy theory). Now, among other
things, spectral factorization calls for the notions of poles, zeros, stability, minimum phase representation. At present, a full characterization of these notions for CS processes relies on state-space concepts, the necessary technical background being provided by the recent developments in the theory of deterministic linear periodic systems [8]. Furthermore, state-space models for CS signals are particularly useful in dealing with control problems in the presence of cyclostationary disturbances. In fact, many existing control design techniques take advantage of a state-space description of (possibly nonstationary) disturbances affecting the controlled plant, see e.g., [10], where a problem of active control of vibrations in helicopters is tackled by means of LQG (Linear Quadratic Gaussian) methods.

This chapter offers an extensive view of state-space theory of Gaussian CS processes in discrete time (some partial results in continuous time are given in [5] and [6]). The connections among the three alternative descriptions depicted in Fig. 1 are investigated: (i) jointly periodic autocovariance functions, (ii) state-space stochastic models (Markovian representations), (iii) Autoregressive Moving Average models with Periodic coefficients (PARMA). In particular, we focus on the links (i)→(ii) and (ii)↔(iii). First, it is shown that, under the stability assumption, a linear periodic system fed by white noise asymptotically generates a CS process, whose statistics are independent of the initial conditions (i)↔(ii). The inverse problem of autocovariance generation, i.e., the problem of finding a state-space model yielding a prescribed autocovariance (i)→(ii) is far more involved. In particular, we show that the derivation of a Markovian model from covariance data calls for the solution of a deterministic realization problem and the computation of the periodic solution of a suitable Riccati equation. To the authors' knowledge, this periodic stochastic realization problem has not been adequately dealt with in the previous literature. As for the relationship between PARMA models and state-space representations, it is easy to derive a state-space model equivalent to a given PARMA (ii↔(iii)). We exploit this fact to introduce the notions of poles and zeros of a PARMA from the analogous state-space concepts. The passage from state-space to input-output (ii)↔(iii) is more intriguing. It turns out that a given linear periodic system admits an equivalent PARMA representation of the same order if and only if the system matrices can be put in the so-called Observer Canonical Form. This is possible only if a suitable observability condition is fulfilled. When this is not the case, the transformation from state-space to input-output can still be performed, but the order of the PARMA is greater than that of the original state-space model.

Another topic treated here is the classification of the main state-space representations. A first family is given by innovationslike representations. In some sense, these are the most parsimonious Markovian representations, since they are the only ones whose input is a white noise vector of the same dimension as the CS process. The canonical innovations representation enjoys the additional property of being minimum-phase, i.e., all its zeros belong to the open unit circle. Finally, prediction error representations are special innovationslike representations and are obtained from the equations of the Kalman filter. A main result is that, given a generic Markovian model and the associated Riccati equation for the prediction problem, a bijective correspondence exists between the innovationslike representations and the symmetric periodic solutions of the Riccati equation. Moreover, under mild assumptions, the unique canonical innovations representation corresponds to the maximal periodic solution of the same Riccati equation.

In the last part of the chapter, canonical factorization, optimal prediction, and identification of PARMA models are tackled by state-space tools. In particular, we show that, if a given CS process admits a nonminimum-phase PARMA representation, a canonical minimum-phase PARMA representation can always be computed under the assumption that no zero of the original PARMA lies on the unit circle. As for the prediction problem for PARMA models, in the minimum-phase case the optimal predictor is given an explicit formula, which extends the well-known formula for stationary ARMA models. This solution applies also to the nonminimum-phase case, provided that the original model is replaced by its canonical representation. Finally, it is shown that canonical factorization methods are essential in order to guarantee stability of the filtering operations involved in iterative identification of PARMA models.

The chapter is organized as follows: Section 2 is devoted to the introduction of the necessary background regarding deterministic periodic systems. In Section 3, the properties of state-space representations are investigated. In particular, state-space and covariance representations are related to each other. Moreover, a rather complete classification of the various types of state-space representations is provided. In Section 4, PARMA models are investigated from a state-space point of view. We
2 BASICS OF LINEAR PERIODIC SYSTEMS

The basic state-space model for discrete-time linear periodic systems is

\[ x(t + 1) = F(t)x(t) + G(t)u(t) \]  
\[ y(t) = H(t)x(t) + D(t)u(t), \]

where \( u(t) \in \mathbb{R}^n \), \( x(t) \in \mathbb{R}^n \), \( y(t) \in \mathbb{R}^p \), are the input, state, and output vectors respectively, and \( F(\cdot), G(\cdot), H(\cdot), \) and \( D(\cdot) \) are real \( T \)-periodic matrices of appropriate dimensions.

2.1 Monodromy Matrix and Stability

The state evolution from time \( \tau \) to time \( t \) is given by the Lagrange formula

\[ x(t) = \Psi_F(t, \tau)x(\tau) + \sum_{j=\tau+1}^t \Psi_F(t, j)G(j-1)u(j-1) \]

where \( \Psi_F(t, \tau) = F(t-1)F(t-2) \ldots F(\tau) \) is the transition matrix of the system over the interval \([\tau, t]\). It is easily seen that periodicity entails:

\[ \Psi_F(t + T, t + T) = \Psi_F(t, t). \]

The transition matrix over one period, viz.

\[ \Phi_F(t) = \Psi_F(t + T, t), \]

is named monodromy matrix at time \( t \) and is \( T \)-periodic. Apparently, this matrix determines the system behavior from one period (starting at \( t \)) to the subsequent one (starting at \( t + T \)). In particular, the \( T \)-sampled free motion is given by \( x(t + kT) = \Phi_F(t)^k x(t) \). This indicates that the system or, equivalently, the matrix sequence \( F(\cdot) \) is asymptotically stable if and only if the eigenvalues of \( \Phi_F(t) \) belong to the open unit disk. Such eigenvalues, referred to as characteristic multipliers, are independent of \( t \), see e.g., [8]. Thus, the characteristic multipliers can be regarded as the periodic equivalent of the poles of a time-invariant system.

2.2 Reachability and Observability

In the state-space theory of linear systems, the notions of reachability and observability play a major role. As is well known [11], reachability deals with the possibility of driving \( x(t) \) to any desired point in the state-space by using a proper input sequence, while observability is concerned with the possibility of uniquely determining \( x(t) \) from the observation of the subsequent outputs. When any state at any time can be reached [observed] in an interval of length \( k \), we speak of \( k \)-step reachability [\( k \)-step observability]. Moreover, a system is said to be reachable [observing] if it is \( k \)-step reachable [\( k \)-step observable] for some \( k \). If not all points in the state-space can be reached [observed], one can define the reachability [unobservability] subspace as the set of states that are reachable [unobservable]. For periodic systems, a thorough body of results regarding these notions is available, see e.g., [8] and references quoted therein. We also refer to [8] for more precise definitions of the reachability and unobservability subspaces. Among the various characterizations, the following are worth mentioning.

Reachability Criterion. System (1) is \( k \)-step reachable iff rank \( [R_k(t)] = n \) \n
\[ R_k(t) = [G(t-1) \quad \Psi_F(t, t-1)G(t-2) \ldots \Psi_F(t, t-k+1)G(t-k)] \]

Moreover, system (1) is reachable iff \( \text{its} \quad nT \)-step reachable.

Observability Criterion. System (1) is \( k \)-step observable iff rank \( [O_k(t)] = n \)

\[ O_k(t) = [H(t) \quad \Psi_F(t+1, t)H(t+1) \ldots \Psi_F(t+k-1, t)H(t+k-1)] \]

Moreover, system (1) is observable iff it is \( nT \)-step observable.

For time-invariant systems, \( R_k(t) \) and \( O_k(t) \) become the celebrated Kalman reachability and observability matrices [11]:

\[ R = [G \quad FG \ldots F^{n-1}G] \]
\[ O = [H \quad F'H \ldots (F')^{n-1}H'] \]

In the periodic case, even if \( R_{kT}(t) \) (or \( O_{kT}(t) \)) has maximum rank for some \( t \), it may fail to exhibit the same property at a different time point. This corresponds to the fact that the dimensions of reachability and unobservability subspaces of system (1) are, in general, time-varying.

It is also said that the pair \((F(\cdot), G(\cdot)) \) is reachable [(F(\cdot), H(\cdot)) is observable] to mean that system (1) is reachable [observable].

An alternative characterization of reachability and observability of periodic systems refers to the characteristic multipliers as follows.

Reachability Modal Characterization. A characteristic multiplier \( \lambda \) of \( F(\cdot) \) is said to be \((F(\cdot), G(\cdot))\)-unreachable at time \( \tau \), if for all \( \eta \neq 0 \), such that

\[ \Phi_F(\tau) \eta = \lambda \eta \quad \text{and} \quad G(j-1)\Psi_F(\tau, j) \eta = 0 \quad \forall j \in [\tau - T + 1, \tau] \]

System (1) is reachable if no characteristic multiplier is unreachable.

Observability Modal Characterization. A characteristic multiplier \( \lambda \) of \( F(\cdot) \) is said to be \((F(\cdot), H(\cdot))\)-unobservable at time \( \tau \), if for all \( \xi \neq 0 \), such that

\[ \Phi_F(\tau) \xi = \lambda \xi \quad \text{and} \quad H(j)\Psi_F(j, \tau) \xi = 0 \quad \forall j \in [\tau, \tau + T - 1] \]

System (1) is observable if no characteristic multiplier is unobservable.
These "modal" notions are the periodic counterpart of the so-called PBH (Popov-Belevich-Hautus) characterization of reachability and observability in the time-invariant case, see e.g., [12]. For the following developments, it should be noted that, if a characteristic multiplier $\lambda \neq 0$ is unreachable at time $t$, it is also unreachable at any time point. Somewhat unexpectedly, the same is not true for null multipliers, as discussed in [13].

2.3 Zeros

As is well known, the zeros of time-invariant systems can be characterized in terms of the so-called blocking property: Associated with any zero there is an input function such that the output is identically zero for a suitable choice of the initial state. A consistent definition of zeros of discrete-time periodic systems has been first given in [14]. In this respect, it is advisable to introduce the following Time-Invariant Representation (TIR) of the periodic system (1), which dates back to 1959 [15]. Letting

$$
F_r = \Psi F(\tau),
$$
$$
G_r = [\Psi F(\tau + T, \tau + 1) G(\tau) \Psi F(\tau + T, \tau + 2) G(\tau + 1) \ldots G(\tau + T - 1)],
$$
$$
H_r = [H(\tau) \Psi F(\tau + T, \tau + 1) \psi H(\tau + 1) \ldots \Psi F(\tau + T - 1, \tau) \psi H(\tau + T - 1)'],
$$
$$
D_r = ((D_r)_{ij}), \quad i, j = 1, 2, \ldots, T,
$$

(3)

$$(D_r)_{ij} = \begin{cases} 0, & i < j \\ D(\tau + i - 1), & i = j \\ H(\tau + i - 1) \Psi F(\tau + i - 1, \tau + j) G(\tau + j - 1), & i > j \\ u_r(k) = [u(\tau + kT) \ldots u(\tau + (k + 1)T - 1)], & i > j 
\end{cases}
$$

where $F_r \in \mathbb{R}^{nxn}$, $G_r \in \mathbb{R}^{nxmT}$, $H_r \in \mathbb{R}^{pT \times n}$, and $D_r \in \mathbb{R}^{pT \times nT}$, consider the time-invariant system

$$
x_r(k + 1) = F_r x_r(k) + G_r u_r(k),
$$
$$
y_r(k) = H_r x_r(k) + D_r u_r(k).
$$

(4a)

(4b)

It is easy to see that, if $u_r(\cdot)$ is constructed according to (3), and $x_r(0)$ is taken equal to $x(\tau)$, then

$$
x_r(k) = x(\tau + kT)
$$
$$
y_r(k) = [y(\tau + kT) \ldots y(\tau + (k + 1)T - 1)]'.
$$

Therefore, the time-invariant system (4) can be seen as a state-sampled representation of system (1), fed by an augmented input vector and producing an augmented output vector. Such vectors $u_r(k)$ and $y_r(k)$ are obtained by stacking the values of the input $u(\cdot)$ and the output $y(\cdot)$ over each period. This kind of representation is also named

lifted representation. For an extension of lifting techniques to periodic continuous-time systems the interested reader is referred to [16].

The definition of zeros of a periodic system relies on the TIR defined above. For what matters herein, we restrict consideration to the case $m = p$.

**Definition 1 (Zeros of a Periodic System) [14]:** Assume $m = p$. Then $z$ is a zero at time $\tau$ of system (1), if it is a zero of the corresponding TIR (4), i.e., if $\det N(z) = 0$, where

$$
N(z) = \begin{bmatrix}
-zI - F_r & -G_r \\
H_r & D_r
\end{bmatrix}
$$

is Rosenbrock's system matrix [17] for system (4).

As discussed in [14, 18], the nonnull zeros together with their multiplicities are in fact independent of $\tau$. In [14] it has been proven that one can associate to any zero of the system a suitable initial state and an input function that result in the null output (transmission-blocking property). Precisely, given a zero $z \neq 0$, there exists an initial state $x(0)$ such that, for any $T$-th root of $z$, there exists a $T$-periodic function $a(t)$ such that the input $u(t) = a(t) e^t$ yields $y(t) = 0 \forall t$.

When all zeros and poles belong to the open unit disk, system (1) is said to be minimum phase, in analogy with the corresponding notion for time invariant systems.

An important property of zeros is their invariance with respect to output injection, as precisely stated in the following lemma.

**Lemma 1 [19]:** Consider the following periodic system generated from system (1) by means of a periodic output injection

$$
\dot{x}(t + 1) = F(t)x(t) + G(t)u(t) + E(t)\tilde{y}(t)
$$
$$
\dot{\tilde{y}}(t) = H(t)\tilde{x}(t) + D(t)u(t),
$$

where $E(\cdot)$ is an arbitrary periodic matrix of suitable dimensions. The zeros at time $\tau$ of this system coincide with the zeros at $\tau$ of system (1).

2.4 Change of Basis

A change of basis in the state-space amounts to transforming the state vector $x(t)$ into a new vector $\tilde{x}(t) = S(t)x(t)$, where $S(t)$ is $T$-periodic and nonsingular for each $t$. In the new basis, the system is characterized by the 4-tuple $(\tilde{F}(t), \tilde{G}(t), \tilde{H}(t), \tilde{D}(t))$,

$$
\tilde{F}(t) = S(t + 1)F(t)S(t)^{-1},
$$
$$
\tilde{G}(t) = S(t + 1)G(t),
$$
$$
\tilde{H}(t) = H(t)S(t)^{-1},
$$
$$
\tilde{D}(t) = D(t).
$$

The original and the new 4-tuple are said to be algebraically equivalent. A given system admits infinitely many algebraically equivalent state-space representations.
sharing the same input-output behavior. Furthermore, stability, reachability, observability, poles, and zeros are not affected by a change of state-coordinates.

When comparing different models, we also make use of the weaker notion of equivalence to indicate that two representations yield the same input-output behavior. Of course, two algebraically equivalent models are also equivalent, but the converse is not true in general. In particular, equivalent models may well have different orders. For more details on reachability, observability, change of basis, equivalence, etc., the interested reader is referred to [20, 21].

3 STATE-SPACE REPRESENTATION OF CYCLOSTATIONARY PROCESSES

3.1 Stochastic Periodic Systems

We now focus on the state-space representation of stochastic periodic systems, i.e., systems of the type

\[
\begin{align*}
x(t + 1) &= F(t)x(t) + G(t)u(t) \\
y(t) &= H(t)x(t) + w(t),
\end{align*}
\]

(5a)

(5b)

where \( u(\cdot) \) and \( w(\cdot) \) are \( m \)- and \( p \)-dimensional white noises with Gaussian distribution and \( T \)-periodic moments. Precisely, denoting by

\[
\begin{bmatrix}
\tilde{v}(t) \\
\tilde{w}(t)
\end{bmatrix}
\overset{\text{def}}{=} \mathbb{E}
\begin{bmatrix}
v(t) \\
w(t)
\end{bmatrix},
\]

the expected value and by

\[
\begin{bmatrix}
Q(t) & S(t) \\
S(t)' & R(t)
\end{bmatrix}
\overset{\text{def}}{=} \text{Var}
\begin{bmatrix}
v(t) \\
w(t)
\end{bmatrix},
\]

the covariance matrix, we assume that \( \tilde{v}(t) = \tilde{v}(t + T) \), \( \tilde{w}(t) = \tilde{w}(t + T) \), \( Q(t) = Q(t + T) \), \( S(t) = S(t + T) \), and \( R(t) = R(t + T) \), \( \forall t \). The initial state \( x(\tau) \) is assumed to be independent of \( \tilde{v}(\cdot) \) and \( \tilde{w}(\cdot) \), and normally distributed with \( \mathbb{E}[x(\tau)] = \bar{x}_\tau \) and \( \text{Var}[x(\tau)] = \Sigma_\tau \).

Throughout this chapter, we make the following assumptions:

- \( F(\cdot) \) is asymptotically stable.
- \( (F(\cdot), H(\cdot)) \) is observable.

We show that the stability assumption implies the convergence of the state and output processes to CS processes. The observability assumption is useful to avoid unnecessary redundancy in the state-space representation.

3.2 Evolution of the Moments of a Stochastic Periodic System

3.2.1 Periodic Mean

The expected values \( \bar{x}(t) \) and \( \bar{y}(t) \) of the state and output processes trivially satisfy the following deterministic equations:

\[
\begin{align*}
\bar{x}(t + 1) &= F(t)\bar{x}(t) + G(t)\tilde{u}(t) \\
\bar{y}(t) &= H(t)\bar{x}(t) + \tilde{w}(t).
\end{align*}
\]

(6a)

(6b)

Since \( F(\cdot) \) is asymptotically stable, it is easy to see that there exists a unique \( \bar{x}_\tau \) such that

\[
\bar{x}(\tau + T) = \Phi_T(\tau)\bar{x}_\tau + \sum_{j=\tau+1}^{T} \Psi_T(t, j)G(j - 1)\tilde{u}(j - 1)
\]

is equal to \( \bar{x}_\tau \). With such an initial condition, the state and the output of system (6) are \( T \)-periodic. Due to the stability assumption, such a cyclic equilibrium turns out to be globally attractive. Consequently, given any initial condition \( \bar{x}_\tau \), the cyclic equilibrium is asymptotically recovered for \( \tau \to -\infty \).

3.2.2 Periodic Variance

We denote the state and output autocovariance functions by

\[
\begin{align*}
\sigma(t, \tau) &= \mathbb{E}[(x(t) - \bar{x}(t))(x(\tau) - \bar{x}(\tau))] \\
y(t, \tau) &= \mathbb{E}[(y(t) - \bar{y}(t))(y(\tau) - \bar{y}(\tau))].
\end{align*}
\]

Moreover, for the sake of conciseness, the covariance matrices \( \sigma(t, t) \) and \( y(t, t) \) are respectively denoted by \( \Sigma(t) \) and \( \Gamma(t) \).

It is easy to see that the covariance matrix \( \Sigma(\cdot) \) of the state of system (5) obeys the periodic Lyapunov equation (PLE)

\[
\Sigma(t + 1) = F(t)\Sigma(t)F(t)' + G(t)Q(t)G(t)',
\]

(7)

with initial condition \( \Sigma(\tau) = \Sigma_\tau \). Now, it is straightforward to verify that the solution of the PLE is given by

\[
\Sigma(t) = \Psi_P(t, \tau)\Sigma(\tau)\Psi_P(t, \tau)' + W(t, t),
\]

where

\[
W(t, \tau) = \sum_{j=\tau+1}^{T} \Psi_P(t, j)G(j - 1)Q(j - 1)G(j - 1)'\Psi_P(t, j)'
\]

is the reachability Grammian matrix. Imposing the periodicity constraint \( \Sigma(\tau + T) = \Sigma(\tau) \) yields
\[ \Sigma(t) = \Phi_F(t) \Sigma(t) \Phi_F(t)^\prime + W(t, \tau + T). \]  

Equation (8) is a discrete-time Algebraic Lyapunov Equation. Since \( F(\cdot) \) is stable, all the eigenvalues of \( \Phi_F(t) \) lie in the open unit disk, so that (8) admits a unique solution \( \Sigma(t) \) (which is in fact positive semidefinite). Such a solution acts as a periodic generator for the PLE, i.e., the solution \( \Sigma(t) \) of the PLE with initial condition \( \Sigma(t) = \Sigma_0 \) is \( T \)-periodic. Moreover, it is easy to see that

\[ \Sigma(t) - \Sigma(t) = \Psi_F(t, \tau) \left[ \Sigma(t) - \Sigma_0 \right] \Psi_F(t, \tau)^\prime, \]

where \( \Sigma(\cdot) \) is any solution of the PLE. Obviously, the stability of system (5) implies the convergence of the difference \( \Sigma(t) - \Sigma(t) \) to zero regardless of the initial condition \( \Sigma(t) \).

Turning now to the state autocovariance function, it is easy to see that

\[ \sigma(t, \tau) = \Psi_F(t, \tau) \Sigma(t), \quad t \geq \tau. \]

Since \( \sigma(t + T, \tau + T) = \Psi_F(t + T, \tau + T) \Sigma(t + T) \) and \( \sigma(t, \tau) = \Psi_F(t, \tau) \Sigma(t) \), equality (2) together with \( \Sigma(t + T) = \Sigma(t) \) imply \( \sigma(t + T, \tau + T) = \sigma(t, \tau) \). As for the system output, an easy computation shows that

\[ \gamma(t, \tau) = H(t) \Psi_F(t, \tau + 1) \left[ F(t) \Sigma(t) H(t)^\prime + G(t) S(t) \right], \quad t > \tau \]

\[ \Gamma(t) = \gamma(t, t) = H(t) \Sigma(t) H(t)^\prime + R(t). \]

Therefore, \( \Sigma(t + T) = \Sigma(t) \) implies \( \Gamma(t + T) = \Gamma(t) \), so that \( \gamma(t + T, \tau + T) = \gamma(t, \tau) \), as well.

To summarize, under the stability assumption of system (5), whatever the initial condition, the stochastic process \( \gamma(\cdot) \) asymptotically tends to a process with the following characteristics:

i. The expected value \( \bar{\gamma}(\cdot) \) is \( T \)-periodic.

ii. The autocovariance function \( \gamma(t, \tau) \) is jointly periodic in its arguments, i.e., it possesses the property \( \gamma(t + T, \tau + T) = \gamma(t, \tau) \forall t, \tau \).

In other words, the output (and also the state) of system (5) asymptotically converges to a CS process. Furthermore, the asymptotic CS process is independent of the initial condition.

### 3.3 Markovian Representation of a CS Autocovariance Function

The periodic stochastic realization problem consists of finding a state-space model whose output asymptotically exhibits a given expected value \( \bar{\gamma}(\cdot) \) and a prescribed CS autocovariance function \( \gamma(t, \tau) \) (see arrow (i)→(ii) in Fig. 1). Whenever this happens, the stochastic system will be said to be a Markovian representation or a Markovian realization of the specified CS process. Since the expected value requirement can be trivially fulfilled by a suitable choice of \( \bar{\omega}(t) \), without any loss of generality we consider only the zero-mean case, \( \bar{\gamma}(t) = 0 \forall t \).

Obviously, not all CS processes admit a finite dimensional Markovian representation. For this reason, we focus on rational CS processes, according to the following definition. A CS process with autocovariance \( \gamma(t, \tau) = \gamma(t + T, \tau + T) \) is said to be rational of order \( n \) if there exist \( T \)-periodic matrices \( F(\cdot), \tilde{G}(\cdot), H(\cdot) \), of orders \( n \times n, n \times m, m \times n \), such that

- \( F(\cdot) \) is asymptotically stable
- \( (F(\cdot), \tilde{G}(\cdot)) \) is reachable and \( (F(\cdot), H(\cdot)) \) is observable
- \( \gamma(t, \tau) = H(t) \Psi_F(t, \tau + 1) \tilde{G}(t), \quad t > \tau \)

Now, the stochastic realization problem can be split into two steps. The first one consists of finding a triple \( (F(\cdot), \tilde{G}(\cdot), H(\cdot)) \) from a given \( \gamma(\cdot, \cdot) \); the second one consists of passing from this triple to a complete Markovian model. As for the first step, notice that \( \gamma(t, \tau) = H(t) \Psi_F(t, \tau + 1) \tilde{G}(t) \) can be interpreted as the impulse response of a linear deterministic system characterized by the triple \( (F(\cdot), \tilde{G}(\cdot), H(\cdot)) \).

In the systems and control literature, the problem of associating a state-space triple to a given impulse response is known as the (deterministic) realization problem. A complete treatment of such a problem in the periodic case has been recently provided in [22], where a realization algorithm is given, provided that a certain Hankel matrix associated with \( \gamma(\cdot, \cdot) \) satisfies some rank requirements.

Turning now to the second step, given the triple \( (F(\cdot), \tilde{G}(\cdot), H(\cdot)) \), a complete Markovian representation can be found by looking for a periodic 4-tuple \( (\Sigma(t), \tilde{Q}(t), \tilde{S}(t), R(t)) \), with \( \Sigma(t) \geq 0 \forall t \), such that

\[ \Sigma(t + 1) - F(t) \Sigma(t) F(t)^\prime = \tilde{Q}(t) \]

\[ \tilde{G}(t) - F(t) \Sigma(t) H(t)^\prime = \tilde{S}(t) \]

\[ \Gamma(t) - H(t) \Sigma(t) H(t)^\prime = R(t) \]

\[ \begin{bmatrix} \tilde{Q}(t) & \tilde{S}(t) \\ \tilde{S}(t)^\prime & R(t) \end{bmatrix} \geq 0 \forall t. \]

Indeed, from (7), (9a), and (9b), it is easy to see that if (10a–d) are fulfilled, system (5) with \( G(t) = I, Q(t) = \tilde{Q}(t), S(t) = \tilde{S}(t) \) is a Markovian representation of the CS process whose autocovariance function is \( \gamma(t, \tau) \).

A direct inspection of (10a–c) reveals that, once a periodic matrix \( \Sigma(\cdot) \) is selected, the remaining matrices \( \tilde{Q}(\cdot), \tilde{S}(\cdot), R(\cdot) \) of the 4-tuple are uniquely determined. However, there is no guarantee that condition (10d) is met. We denote by \( S \) the set of Symmetric Periodic Positive Semidefinite (SPPS) matrices \( \Sigma(\cdot) \) such that (10a–d) hold. A significant characterization of such a set is given by the following lemma.

**Lemma 2 (Periodic Positive Real Lemma)** Let \( \gamma(t, \tau) \) be any function such that


\[ y(t, \tau) = y(t, t)^{\prime} \]
\[ y(t, \tau) = y(t + T, \tau + T) \]
there exists a triple \((F(\cdot), \tilde{G}(\cdot), H(\cdot))\) satisfying
\[ y(t, \tau) = H(t) \Psi F(t, \tau + 1) \tilde{G}(\tau), \quad t > \tau. \]

Then \( y(t, \tau) \) is the autocovariance function of a CS process if and only if the associated set \( \mathcal{S} \) is not empty.

The "if" part of the lemma is easily demonstrated in view of the previous discussion. As for the "only if" part, it can be obtained by specializing to the periodic case the Positive Real Lemma for nonstationary processes (see e.g., [23]). The lemma owes its name to the fact that, for a function to be an autocovariance, an associated operator must satisfy a nonnegativity condition (in the stationary case, for instance, the spectrum must be nonnegative real).

The computation of an element \( \Sigma(t) \) of \( \mathcal{S} \) can be performed by using the following algorithm based on the periodic Riccati equation
\[ \Sigma(t + 1) = F(t) \Sigma(t) F(t)^{\prime} + \{ \tilde{G}(t) - F(t) \Sigma(t) H(t)^{\prime} \} [\Gamma(t) - H(t) \Sigma(t) H(t)^{\prime}] + \{ \tilde{G}(t) - F(t) \Sigma(t) H(t)^{\prime} \}^{\dagger}, \]
where the symbol \( \dagger \) denotes the Moore-Penrose pseudoinverse.

**Algorithm** Consider the solution of (11) with initial condition \( \Sigma(t) = 0 \). As \( r \to -\infty \), such a solution tends to a periodic equilibrium denoted by \( \Sigma_{e}(t) \). It can be proven that \( \Sigma_{e}(t) \) is the minimal element of set \( \mathcal{S} \) (here minimality makes reference to the usual ordering of positive semidefinite matrices; in other words, \( \Sigma(t) - \Sigma_{e}(t) \geq 0 \) for every \( \Sigma(t) \in \mathcal{S} \)).

This procedure can be seen to be a special case of the general algorithm provided in [23] for the time-varying case. As a matter of fact, again following the ideas of [23], it can be shown that the set \( \mathcal{S} \) is convex and that all the SPPS solutions of (11) are extremal points for such a set.

To make things simpler, it is hereafter assumed that \( R(t) > 0 \forall t \) (regularity condition), so that (11) can be written as follows:
\[ \Sigma(t + 1) = F(t) \Sigma(t) F(t)^{\prime} + \{ \tilde{G}(t) - F(t) \Sigma(t) H(t)^{\prime} \} [\Gamma(t) - H(t) \Sigma(t) H(t)^{\prime}] + \{ \tilde{G}(t) - F(t) \Sigma(t) H(t)^{\prime} \}^{\dagger}. \]

3.4 **Kalman Predictor**

The classical linear prediction problem for a stochastic process \( x(\cdot) \) consists of finding a linear functional of past data yielding optimal estimates of the present and future values of the process. When optimality is in the mean-square sense and the process is given a Markovian representation, the natural framework for the solution of the prediction problem is provided by Kalman filtering theory [24, 25]. Precisely, denoting by \( x(t + 1 | t) \), the optimal one-step-ahead prediction of the state \( x(t) \) of system (5) based on \( \{ y(j), j \leq t \} \), the optimal predictor is
\[ x(t + 1 | t) = F(t) x(t | t - 1) + K(t) \eta(t) \quad (13a) \]
\[ y(t | t - 1) = H(t) x(t | t - 1) \quad (13b) \]
\[ \eta(t) = y(t) - y(t | t - 1) \quad (13c) \]
with
\[ x(t | t - 1) = \tilde{x}_{r}. \]

The Kalman gain matrix \( K(t) \) appearing in (13a) is given by
\[ K(t) = [G(t) S(t) + F(t) P(t) H(t)^{\prime}] [H(t) P(t) H(t)^{\prime} + R(t)]^{-1} \quad (14) \]
where \( P(t) \) is the solution of the Riccati equation with periodic coefficients
\[ P(t + 1) = F(t) P(t) F(t)^{\prime} + G(t) Q(t) G(t)^{\prime} - [G(t) S(t) + F(t) P(t) H(t)^{\prime}] [H(t) P(t) H(t)^{\prime} + R(t)]^{-1} \]
\[ x(t) = \Sigma_{r} = \text{Var}[x(t)]. \]
This alternative formulation can be associated with the prediction problem relative to the stochastic system
\[ x(t + 1) = A(t) x(t) + B(t) \tilde{w}(t) \quad (18a) \]
\[ y(t) = H(t) x(t) + \tilde{w}(t) \quad (18b) \]
where \( \bar{v}(t) \) and \( \bar{w}(t) = w(t) \) are independent white noises with zero mean and covariance matrices given by \( I \) and \( R(t) \), respectively.

The asymptotic behavior of the solutions of a periodic Riccati equation can include a variety of cases, such as asymptotic convergence to a periodic equilibrium of period \( T \), asymptotic convergence to a periodic equilibrium of period \( kT \) or convergence to an almost-periodic solution (see [26] for the continuous-time case). Our attention is focused on the first case. Note that, as in the present case, the initial condition \( P(\tau) = \Sigma \tau \) is symmetric positive semidefinite, then, whenever the solution converges to a periodic equilibrium, it actually converges to a SPPS solution. Then, the gain tends to a periodic matrix \( K(\cdot) \) and the prediction error \( \eta(\cdot) \) defined by (13c) converges to a white noise with periodic variance \( H(\cdot)P(\cdot)H(\cdot) + R(\cdot) \). Correspondingly, if in (13) \( \eta(t) \) is regarded as a stochastic input and \( y(t) \) as the output, we obtain

\[
\begin{align*}
x(t + 1 | t) &= F(t)x(t | t - 1) + K(\cdot)(\cdot) \\
y(t) &= H(t)x(t | t - 1) + \eta(t), \\
\eta(\cdot) &\sim \text{WN}(0, H(\cdot)P(\cdot)H(\cdot) + R(\cdot)),
\end{align*}
\]

which can be seen to be an alternative Markovian model of the CS process \( y(\cdot) \). (\( \text{WN}(\cdot, \cdot) \) denotes white noise with mean and covariance specified by the first and second arguments, respectively.) This representation, which is referred to as the Prediction Error (PE) representation, enjoys the distinctive feature of being fed by a \( p \)-dimensional noise signal \( \eta(\cdot) \), whereas the general Markovian model (5) is fed by a \( (m + p) \)-dimensional white noise \( [v(\cdot)|w(\cdot)]^T \). Summing up, any Markovian representation of a CS process can be transformed into a PE-representation, via the solution of the Riccati equation (15).

Before addressing the problem of characterizing the set of PE-representations, it is useful to overview some basic facts concerning the Riccati equation. For more details on the properties of this equation, the interested reader is referred to [27, 28, 29].

### 3.5 Properties of the Riccati Equation

With reference to the predictor dynamic matrix \( \tilde{A}(t) = F(t) - K(t)H(t) \), where \( K(t) \) is defined by (14), a symmetric periodic solution \( \tilde{P}(\cdot) \) of (16) is said to be

- **maximal** if \( P(t) \leq \tilde{P}(\cdot) \forall t \), for all symmetric periodic solutions \( P(\cdot) \)
- **strong** if the characteristic multipliers of \( \tilde{A}(\cdot) \) belong to the closed unit disk
- **stabilizing** if the characteristic multipliers of \( \tilde{A}(\cdot) \) belong to the open unit disk.

In the following theorem, the existence of the maximal, strong, and stabilizing solution is analyzed. The existence conditions are stated in terms of structural properties of system (18).

**Theorem 1** ([28, 29, 30])

i. If \( (A(\cdot), H(\cdot)) \) is observable, then (16) admits a maximal symmetric periodic solution, which is in fact positive semidefinite and strong.

ii. If \( A(\cdot) \) is stable and \( (A(\cdot), H(\cdot)) \) is observable, then (16) admits a unique SPPS solution, which is in fact stabilizing.

iii. Assume that \( (A(\cdot), H(\cdot)) \) is observable. Then, (16) admits a stabilizing solution if and only if \( (A(\cdot), B(\cdot)) \)-unreachable characteristic multiplier lies on the unit circle. Moreover, such a stabilizing solution is unique and coincides with the maximal solution.

It is advisable to reinterpret these results in terms of the original stochastic representation (5). Observe that the stability of \( F(\cdot) \) in no way implies the stability of \( A(\cdot) \). However, it is not difficult to see that the assumed observability of the pair \( (F(\cdot), H(\cdot)) \) entails that of \( (A(\cdot), H(\cdot)) \) too. Therefore, in our context, one can conclude from Theorem 1 that the Riccati equation (16) admits a maximal solution. However, there may exist other SPPS solutions and the maximal solution itself does not necessarily yield a stable predictor. To achieve uniqueness of the SPPS solution and to guarantee predictor stability, additional conditions on the pair \( (A(\cdot), B(\cdot)) \) are to be met, as stated in points (ii) and (iii) of Theorem 1.

As for the numerical computation of the periodic solutions of the Riccati equation, several approaches have been proposed in the literature, see e.g., [28, 29, 31]. These methods include direct integration, quasi-linearization and time-invariant reformulations.

### 3.6 Periodic Innovations Representation of CS Processes

Given a Markovian representation (5) of a CS process, one can obtain the alternative PE-representation (19) associated with an SPPS solution of (16). Below, we go even farther by showing that there is a one-to-one correspondence between all symmetric periodic solutions (not necessarily positive semidefinite) of the periodic Riccati equation (16) and a certain class of Markovian representations. Precisely, consider the stochastic system

\[
\begin{align*}
x(t + 1) &= F(t)x(t) + L(t)\varepsilon(t) \\
y(t) &= H(t)x(t) + \varepsilon(t),
\end{align*}
\]

where \( \varepsilon(t) \) is a zero-mean white noise with periodic covariance matrix \( \bar{R}(t) = \bar{R}(t + T) \), and \( L(t) \) is a \( T \)-periodic matrix. If, for some \( \bar{R}(\cdot) \) and \( L(\cdot) \), system (20) is a representation of a given CS process, it will be said to be an innovationslike (IL) representation of the process. It is immediately seen that the PE-representations (19) are just a subclass within the family of IL-representations. If the zeros of (20) belong to the open unit disk, the representation is termed the (canonical) innovations representation.
We have just observed that, for any given SPPS solution $P(\cdot)$ of the Riccati equation (16), the associated PE-representation (19) is an IL-representation. Below, we show that a model of the type (19) is still an IL-representation even if the Kalman gain $K(\cdot)$ is computed from (14) in correspondence to any (not necessarily positive semidefinite) periodic solution $P(\cdot)$ of the Riccati equation (16). In this respect, the problem of whether $H(t)P(t)H(t)' + R(t)$ still represents a covariance matrix in accordance with expression (19c) arises. In [32] it is shown that, for any symmetric periodic solution $P(\cdot)$ of (16), $H(t)P(t)H(t)' + R(t)$ is indeed positive definite at each time point $t$.

The next results proven in [19] establish a one-to-one correspondence between all symmetric periodic solutions of (16) and the class of IL-representations.

**Theorem 2 [19]** Suppose that $F(\cdot)$ is stable and $(F(\cdot), H(\cdot))$ is observable.

1. Consider any symmetric periodic solution $P(\cdot)$ of (16), with the associated gain $K(\cdot)$ defined by (14). Then, letting $L(t) = K(t)$ and $\hat{R}(t) = H(t)P(t)H(t)' + R(t)$, (20) provides an IL-representation of the CS process $y(\cdot)$ defined by (5). Moreover, different solutions lead to different IL-representations.

2. Assume that (20) is an IL-representation of the CS process generated by (5). Then, there exists a symmetric periodic solution $P(\cdot)$ of (16) such that $\hat{R}(t) = R(t) + H(t)P(t)H(t)'$ and $L(t) = K(t)$, where $K(t)$ is the associated Kalman gain.

This theorem tells us that, for system (20) to be an IL-representation, matrix $L(t)$ must coincide with the Kalman gain $K(t)$ associated with a periodic solution of the Riccati equation.

### 3.7 Canonical Innovations Representation

By adding and subtracting $K(t)y(t)$ to the right-hand side of (20a) and letting $L(t) = K(t)$, the IL-representation (20) can be rewritten as

$$
x(t+1) = \hat{A}(t)x(t) + K(t)y(t)
$$

$$
y(t) = H(t)x(t) + \varepsilon(t),
$$

where $\hat{A}(t) = F(t) - K(t)H(t)$ is the closed-loop matrix. Regarding $y(\cdot)$ as input and $\varepsilon(\cdot)$ as output, the following whitening filter is obtained:

$$
x(t+1) = \hat{A}(t)x(t) + K(t)y(t)
$$

$$
\varepsilon(t) = -H(t)x(t) + y(t).
$$

We now show that the zeros of the IL-representation coincide with the poles of the whitening filter, i.e., with the poles of $\hat{A}(\cdot)$. Indeed, application of the output injection $-K(t)y(t)$ to (20) (with $L(t) = K(t)$) leads to the system

$$
x(t+1) = \hat{A}(t)x(t)
$$

(21a)

According to Def. 1, the zeros of system (21) are the complex numbers $z$ such that

$$
det\begin{pmatrix} zI - \Phi(\cdot) & 0 \\ \Omega & \Xi \end{pmatrix} = 0,
$$

where $\Xi$ turns out to be a nonsingular matrix and $\Omega$ is a matrix we do not consider explicitly. Hence, the zeros of (21) coincide with the characteristic multipliers of $\hat{A}(\cdot)$, which are the poles of the periodic whitening filter. On the other hand, by Lemma 1, the zeros of (21) coincide with those of (20).

In view of the above discussion, it is apparent that an IL-representation is canonical (minimum-phase) if and only if $\hat{A}(\cdot)$ is stable. This is equivalent to saying that the canonical innovations representation exists if and only if the periodic Riccati equation (16) admits a stabilizing solution. In conclusion, by Theorem 1 (iii) a canonical innovations representation exists if and only if the unit circle is free of $(\Delta(\cdot), B(\cdot))$-unreachable characteristic multipliers. Precisely, such a representation is generated by the unique stabilizing periodic solution of the Riccati equation.

### 3.8 Mid-chapter Conclusions

As already pointed out in the Introduction, CS processes admit at least three alternative representations: (i) jointly periodic autocovariance functions, (ii) state-space stochastic models, (iii) Autoregressive Moving Average models with Periodic coefficients (PARMA). So far, we have analyzed the connections between (i) and (ii). In particular, it has been shown that a stable state-space model fed by white noise generates a process whose covariance is jointly periodic, and explicit formulas for such a covariance have been given ((i)→(ii)). The inverse problem of finding a state-space model yielding a prescribed autocovariance ((i)→(ii)), is more involved. First of all, the autocovariance has to satisfy certain "rationality" requirements. When these are fulfilled, the realization algorithm consists of two nontrivial tasks: the solution of a deterministic periodic realization problem and the computation of the periodic solution of the realization Riccati equation. This procedure yields one Markovian representation of the autocovariance. However, not all Markovian representations are of equal value: innovationslike representations, for instance, are more parsimonious than others. Rather interestingly, once an arbitrary Markovian representation is available, all and only innovationslike representations are obtained from the periodic solutions of the prediction Riccati equation. In particular, the stabilizing solution, if any, provides the (unique) minimum-phase innovations model.

Two different Riccati equations, (12) and (16), are involved in the derivation of a state-space model from the autocovariance function and in the search for the innovationslike representations, respectively. It is perhaps unsurprising that a strict connection exists between the periodic solutions of the two Riccati equations. Indeed, it is a matter of mere computation to show that, in view of (10a)–(10c), $\Sigma(\cdot)$ is a periodic solution of (12) if and only if $P(\cdot) = \Sigma(\cdot) - \Xi(\cdot)$ satisfies (16), where $\Sigma(\cdot)$
is the periodic solution of the Lyapunov equation (7). Thus, given \( \Sigma(t) \), the minimal solution of (16) leads to the maximal solution of (12) and vice versa.

4 PARMA REPRESENTATION OF CYCLOSTATIONARY PROCESSES

A typical input-output representation of a CS process is provided by Autoregressive Moving Average models with Periodic coefficients (PARMA):

\[
y(t) = \sum_{i=1}^{q} A_i(t-i)y(t-i) + \sum_{i=1}^{r} C_i(t-i)\varepsilon(t-i) + \varepsilon(t)
\]

where \( y(t), \varepsilon(t) \in \mathbb{R}^p \), \( \varepsilon(t) \) is a white Gaussian noise with \( \mathbb{E}[\varepsilon(t)] = \tilde{\varepsilon}(t) \), \( \mathbb{V}[\varepsilon(t)] = R(t) \), and \( q(t), r(t), A_i(t), C_i(t), \tilde{\varepsilon}(t), \) and \( R(t) \) are periodic with period \( T \). Letting

\[
s = \max \{ \max \{ q(t), \max \{ r(t) \} \} \}
\]

be the order of the PARMA model, and putting \( A_i(t-i) = 0, i > q(t) \), \( C_i(t-i) = 0, i > r(t) \), the above model can be equivalently written as

\[
y(t) = \sum_{i=1}^{q} A_i(t-i)y(t-i) + \sum_{i=1}^{r} C_i(t-i)\varepsilon(t-i) + \varepsilon(t).
\]

(22)

The theory of PARMA models has its roots in the early contributions [33, 34] on PAR (Periodic Autoregressive) models, and has found many applications in connection with time-series prediction and identification. Some examples of real data analysis can be found in [35, 36, 37].

The purpose of this section is to discuss the connections between periodic state-space models and PARMA representations ((ii) \( \Rightarrow \) (iii) in Fig. 1), completing the picture concerning the possible parameterizations of CS processes.

4.1 From PARMA to State-Space Model

The first problem we address consists of finding a state-space representation of a given PARMA model (22). It is easily verified that the system

\[
x(t+1) = F(t)x(t) + G(t)\varepsilon(t), \quad x(t) \in \mathbb{R}^p
\]

\[
y(t) = H(t)x(t) + \varepsilon(t),
\]

(23a)

(23b)

where

\[
F(t) = \begin{bmatrix}
0 & 0 & \cdots & 0 & A_1(t) \\
0 & 0 & \cdots & 0 & A_{r-1}(t) \\
0 & 0 & \cdots & 0 & A_{r-2}(t) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & A_1(t)
\end{bmatrix},
\]

\[
G(t) = \begin{bmatrix}
A_1(t) + C_1(t) \\
A_{r-1}(t) + C_{r-1}(t) \\
A_{r-2}(t) + C_{r-2}(t) \\
\vdots \\
A_1(t) + C_1(t)
\end{bmatrix},
\]

(23c)

\[
H(t) = \begin{bmatrix}
0 & 0 & \cdots & 0 & 1
\end{bmatrix},
\]

(23d)

is equivalent to model (22) in that the input-output relationship is the same. Interestingly enough, independently of the PARMA coefficients, the pair \( (F(t), H(t)) \) is observable (just apply the observability criterion). On the contrary, there is no guarantee that \( (F(t), G(t)) \) is reachable. Hence, such a state-space representation is not necessarily minimal, i.e., there might exist equivalent Markovian representations with a number of state variables lower than \( ps \).

4.2 Poles, Zeros, and Minimum Phase

A simple way of defining the poles and zeros of the PARMA model is to identify them with those of the associated state-space model (23). The poles of the PARMA are then the characteristic multipliers of \( F(t) \). If all the poles lie inside the unit disk, then the process generated by the PARMA model asymptotically tends to a CS process. As for the zeros, observe that by Lemma 1 the zeros of (23) coincide with those of the system:

\[
x(t+1) = A(t)x(t)
\]

\[
y(t) = H(t)x(t) + \varepsilon(t),
\]

with

\[
A(t) = F(t) - G(t)H(t) = \begin{bmatrix}
0 & 0 & \cdots & 0 & -C_1(t) \\
I & 0 & \cdots & 0 & -C_{r-1}(t) \\
0 & I & \cdots & 0 & -C_{r-2}(t) \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I & -C_1(t)
\end{bmatrix}.
\]

By a rationale similar to that employed in Section 3.7, it is seen that the zeros of the above system are just the characteristic multipliers of \( A(t) \), which will be hereafter referred to as zeros of the PARMA model. In particular, we say that the PARMA model is minimum phase if both poles and zeros belong to the open unit disk.

4.3 From State-Space to PARMA Model

As for the transformation from a given Markovian representation of a CS process to an equivalent PARMA model, we focus, for simplicity, on the zero-mean univariate case \( (\tilde{\varepsilon}(t) = 0 \ \forall t, p = 1) \). Consider the system

\[
x(t+1) = F(t)x(t) + G(t)\varepsilon(t), \quad x(t) \in \mathbb{R}^n
\]

\[
y(t) = H(t)x(t) + \varepsilon(t), \quad y(t) \in \mathbb{R}^1
\]

with \( F(t) \) stable and \( (F(t), H(t)) \) observable. Denote by \( k \) the minimum integer such that \( (F(t), H(t)) \) is \( k \)-step observable \((n \leq k \leq nt, \text{ in view of the observability criterion})\). Now, two cases are possible. If \( k = n \), it can be shown (see [38, 39]) that there exists a change of basis in the state-space leading to a representation of the form

\[
x(t+1) = \tilde{F}(t)x(t) + \tilde{G}(t)\varepsilon(t), \quad \tilde{x}(t) \in \mathbb{R}^n
\]

\[
y(t) = \tilde{H}(t)x(t) + \varepsilon(t),
\]

with
If all the poles of the PARMA model lie inside the unit circle, its output converges to a CS process. However, in analogy with the stationary case, a CS process can be described by several PARMA representations. Under suitable assumptions, one of these representations is minimum-phase.

**Theorem 3 (Periodic Spectral Factorization Theorem)** Consider a PARMA model having all its poles inside the unit circle and the associated CS process \( y(t) \). Given any symmetric periodic solution \( P(\cdot) \) of (24), let \( \tilde{c}(i) = c(i) + \tilde{k}_{s-i+i}(i) \), where \( \tilde{k}_i \) is the \( i \)-th entry of the Kalman gain \( \tilde{K} \):

\[
\tilde{K}(i) = A(i)P(i)H(i)[H(i)P(i)H(i) + R(i)]^{-1}.
\]

Then, the new PARMA model

\[
y(t) = \sum_{i=1}^s a(i - 1) y(t - i) + \sum_{i=1}^s c(i - 1) \bar{e}(t - i) + \tilde{e}(t),
\]

where \( \bar{e}(\cdot) \sim WN(0, R(\cdot) + H(\cdot)P(\cdot)H(\cdot)' + R(\cdot)) \), provides an alternative representation of the CS process \( y(t) \). Furthermore, there exists a minimum-phase representation if the additional assumption is made that no zero of the PARMA model (22) lies on the unit circle. Then, the minimum-phase representation is unique and is obtained in correspondence of the unique stabilizing solution of (24).

To prove the theorem, consider the state-space representation (23) of the PARMA model. In view of Theorem 2, letting \( \tilde{r}(i) = R(i) + H(i)P(i)H(i)' \) and \( L(i) = K(i) \), system (20) provides an IL-representation of the CS process \( y(t) \). Note that since \( S(t) = R(t) \), from (17a) and (14) it follows that \( K(i) = G(i) + \tilde{K}(i) \). Recall that (22) is the input-output representation of the triple \( (F(i), G(i), H(i)) \) given in (23); by comparing the triples \( (F(i), G(i), H(i)) \) and \( (F(i), G(i) + \tilde{K}(i), H(i)) \), it is easy to see that (26) is in fact the input-output representation of the IL-system (20).

Finally, the zeros of the PARMA model (22) coincide with the characteristic multipliers of \( A(i) = F(i) - K(i)H(i) = A(i) - \tilde{K}(i)H(i) \). Therefore, the canonical minimum-phase representation is obtained in correspondence with the stabilizing solution of the Riccati equation (24). Since \( (A(i), H(i)) \) is completely observable and \( (A(i), B(i)) \) completely unreachable, Theorem 1(iii) implies that such a stabilizing solution exists if \( A(i) \) has no unit-modulus characteristic multiplier, i.e., if the original PARMA model has no zero on the unit circle.

From the above theorem it is clear that in order to compute the minimum-phase PARMA representation one has to find the periodic stabilizing solution of a Riccati equation. However, a different (possibly more efficient) computational scheme, based on the multivariate Rissanen factorization algorithm [40], can be pursued as illustrated below.

First, notice that, in view of Theorem 3, in the derivation of the canonical representation only the MA part of the PARMA model is involved. Hence, without loss
of generality, we restrict our attention to the following periodic MA model:

\[ y(t) = \sum_{i=1}^{t} c_i (t - i) e(t - i) + e(t). \]  

(27)

Now, order the parameters of (27) in a matrix as follows:

\[ C = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
c_1(0) & 1 & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
c_{r-1}(0) & c_{r-2}(1) & \cdots & 1 \\
c_r(0) & c_{r-1}(1) & \cdots & c_1(T - 1) \\
0 & c_r(1) & \cdots & c_2(T - 1) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & c_{r-1}(T - 1) \\
0 & 0 & \cdots & 0 \\
\end{bmatrix}, \quad C \in \mathbb{R}^{(r+1)T \times T}, \]

where \( r \) is the minimum integer greater than or equal to \( s/T \). Furthermore, partition \( C \) into matrices of dimension \( T \times T : C = [C_0 \ldots C_r]' \), where \( C_i \in \mathbb{R}^{T \times T} \). Note that \( C_0, C_{r-1}, \) and \( C_r \) have zero entries in some predetermined locations (for instance \( C_0 \) is lower triangular). Now, define the matrix polynomial \( C(q) = C_0 + C_1 q^{-1} + \ldots + C_r q^{-r} \), where \( q^{-1} \) is the unit-delay operator. Then the univariate periodic relationship (27) can be reformulated as a multivariate stationary MA model:

\[ y_0(k) = C(q) e_0(k), \]

(28)

where

\[ y_0(k) = [y(kT) \ y(kT + 1) \ldots y((k + 1)T - 1)]', \]

\[ e_0(k) = [e(kT) \ e(kT + 1) \ldots e((k + 1)T - 1)]'. \]

The covariance matrix of \( e_0(k) \) is given by \( R_e \equiv \text{Var}[e_0(k)] = \text{diag}(R(0), R(1), \ldots, R(T - 1)) \), where \( R(\cdot) \) is the periodic (scalar) variance of \( e(t) \). Moreover, it can be shown that the zeros of the (invariant) MA model (28) (i.e., the complex values \( q \) such that \( \det C(q) = 0 \)) coincide with the zeros of the (periodic) MA (27).

Now, assume that (27), and therefore (28), is not minimum phase. Then, the Rissanen projection algorithm allows the computation of a Hurwitz polynomial matrix \( C(q) = I + C_1 q^{-1} + \ldots + C_r q^{-r} \) and a covariance matrix \( \hat{R}_e \) such that

\[ C(q) R_e C(q^{-1})' = \hat{C}(q) \hat{R}_e \hat{C}(q^{-1})'. \]

As far as the computation of the canonical factor \( \hat{C}(q) \) is concerned, the actual value of \( R_e \) is immaterial so that an arbitrary diagonal positive matrix can be chosen, e.g., \( R_e = I \). Matrix \( \hat{R}_e \) provided by the Rissanen algorithm is not necessarily diagonal. Hence, the multivariate MA model defined by \( \hat{C}(q) \) and \( \hat{R}_e \) cannot be directly interpreted as a periodic MA model. To cope with this problem, consider the factorization \( \hat{R}_e = \hat{C}_0 \hat{R}_e \hat{C}_0' \), where \( \hat{C}_0 \) is lower triangular with unit-entries on the main diagonal and \( \hat{R}_e \) is diagonal. This is just a standard \( UDU \) factorization. Then, \( \hat{C}(q) = \hat{C}(q) \hat{C}_0 \) is seen to satisfy all the requirements in order to be reinterpreted in terms of a periodic MA model and provides the desired canonical factor. The parameters \( \hat{c}_i(t) \) of the canonical periodic representation are finally obtained from the entries of the matrix \( \hat{C} = [\hat{C}_0' \ldots \hat{C}_r']' \).

### 4.4.2 Optimal One-Step-Ahead Prediction for PARMA Models

The solution of the optimal prediction problem for PARMA models is obtained by applying Kalman prediction theory to the state-space representation of the PARMA model. Then the obtained state-space predictor is more conveniently reformulated in input-output form. Along these lines it is not difficult to derive the following results, the proofs of which can be found in [19].

**Theorem 4** Consider the PARMA model given in (22), and assume that it has no unit-modulus zero.

1. If the PARMA model is minimum phase, the optimal periodic predictor is

\[ y(t|t - 1) = -\sum_{i=1}^{t} \hat{c}_i(t - i) y(t - i|t - i - 1) + \sum_{i=1}^{t} [\hat{c}_i(t - i) + a_i(t - i)] y(t - i). \]

Moreover, such a predictor is stable.

2. If the PARMA model is nonminimum phase, the stable optimal periodic predictor is

\[ y(t|t - 1) = -\sum_{i=1}^{t} \hat{c}_i(t - i) y(t - i|t - i - 1) + \sum_{i=1}^{t} [\hat{c}_i(t - i) + a_i(t - i)] y(t - i), \]

where \( \hat{c}_i(t) = c_i(t) + \hat{k}_{s-i+1}(t), \hat{k}_i(t) \) being the \( i \)-th entry of the Kalman gain \( \hat{K}(t) \) associated with the stabilizing solution of (24).

In view of the Periodic Spectral Factorization Theorem, it is apparent that solving the prediction problem for a stable nonminimum-phase PARMA model is equivalent to finding a minimum-phase PARMA realization of the associated CS process \( y(\cdot) \) and then applying (29) to such a canonical PARMA model.

### 4.5 PARMA Identification

Identification of PARMA models from time-series data has been studied from different viewpoints. PAR models do not pose particular difficulties since they can be
identified by solving a set of linear equations that generalize the well-known Yule-Walker equations, see [34]. A maximum-likelihood approach for the estimation of PARMA models was proposed in [37]. In this subsection, we present a prediction-error algorithm for the identification of the PARMA model (22) with $p = 1$, starting from a set of data $Y = \{y(1), y(2), \ldots, y(N)\}$. It is assumed that the data have been pretreated in order to obtain a zero-mean realization of a CS process. For instance, a nonzero periodic mean could have been removed by means of standard deseasoning techniques.

Denoting with $a_i(\cdot)$ and $c_i(\cdot)$ the scalar coefficients of the PARMA model, the identification problem consists of computing an estimate of the parameter vector:

$$\hat{\theta} = [\alpha_1 \alpha_2 \ldots \alpha_s \gamma_1 \gamma_2 \ldots \gamma_s]^T,$$

where

$$\alpha_i = [a_i(0) a_i(1) \ldots a_i(T - 1)], \quad i = 1, 2, \ldots, s,$$

$$\gamma_i = [c_i(0) c_i(1) \ldots c_i(T - 1)], \quad i = 1, 2, \ldots, s.$$

For any value of $\theta$ corresponding to a minimum-phase PARMA model, consider the optimal prediction rule given in (29). Then, it is easy to verify that the prediction error $\epsilon(t) = y(t') - y(t + t')$ satisfies the following recursion:

$$\epsilon(t) = -\sum_{i=1}^{s} c_i(t - i)\epsilon(t - i) + y(t) - \sum_{i=1}^{s} a_i(t - i)y(t - i). \quad (31)$$

According to the general viewpoint of prediction-error identification [41], the estimation of $\theta$ is carried out by minimizing with respect to $\theta$ the quadratic performance index

$$J(\theta) = \frac{1}{N} \sum_{t=1}^{N} \epsilon(t)^2.$$

By analogy with the case of stationary ARMA models, the minimization can be performed by means of the following Gauss-Newton iteration:

$$\hat{\theta}^{(h+1)} = \hat{\theta}^{(h)} - \left[ \sum_{t=1}^{N} \Psi(t)\Psi(t) \right]^{-1} \left[ \sum_{t=1}^{N} \Psi(t)\epsilon(t) \right],$$

where $\hat{\theta}^{(h)}$ represents the parameter estimate at the $h$-th iteration and

$$\Psi(t) = \frac{\partial\epsilon(t)}{\partial \theta} = [\beta_1(t) \beta_2(t) \ldots \beta_T(t) \eta_1(t) \eta_2(t) \ldots \eta_s(t)]$$

where

$$\beta_i(t) = [\beta_{i1}(t) \beta_{i2}(t) \ldots \beta_{iT}(t)] = \begin{bmatrix} \frac{\partial \epsilon(t)}{\partial a_i(0)} & \frac{\partial \epsilon(t)}{\partial a_i(1)} & \ldots & \frac{\partial \epsilon(t)}{\partial a_i(T - 1)} \\ \frac{\partial \epsilon(t)}{\partial c_i(0)} & \frac{\partial \epsilon(t)}{\partial c_i(1)} & \ldots & \frac{\partial \epsilon(t)}{\partial c_i(T - 1)} \end{bmatrix}$$

$$\eta_i(t) = [\xi_{i1}(t) \xi_{i2}(t) \ldots \xi_{iT}(t)]$$

As for the elements of vector $\Psi(t)$, in view of (31), they can be recursively computed as

$$\beta_{jk}(t) = -\sum_{i=1}^{s} c_i(t - i)\beta_{jk}(t - i) - \delta_T(t, j + k - 1)r(t - j) \quad (32a)$$

$$\eta_{jk}(t) = -\sum_{i=1}^{s} c_i(t - i)\eta_{jk}(t - i) - \delta_T(t, j + k - 1)s(t - j), \quad (32b)$$

where $\delta_T(t, j)$ is a $T$-periodic Kronecker delta, i.e., $\delta_T(t, j) = 1$ for $j = j + mT$, $m$ integer, and $\delta_T(t, j) = 0$ otherwise.

In conclusion, at each iteration, recursions (31) and (32) are needed to compute $\epsilon(t)$ and $\Psi(t)$, $t = 1, \ldots, N$. At each step, the coefficients $a_i(\cdot)$ and $c_i(\cdot)$ involved in these computations are just the entries of the current parameter estimate $\hat{\theta}^{(h)}$.

Observe that such filtering operations are stable if and only if the PARMA model parameterized by $\hat{\theta}^{(h)}$ is minimum phase. Therefore, at each step of the identification algorithm, the minimum-phase property of the currently estimated model must be checked. In the negative case, the current estimate of the PARMA model has to be suitably replaced by the corresponding canonical representation according to the projection techniques discussed in the previous subsection.

An obvious drawback of the outlined procedure is that the number of unknown parameters increases linearly with the period $T$. For instance, if $T = 12$ and $s = 4$, then 96 independent parameters have to be estimated. In such cases, it might be more convenient to resort to a (low order) Fourier series expansion of the coefficients $a_i(\cdot)$ and $c_i(\cdot)$. In such a case, the minimization algorithm can be easily extended as shown in [42]. Unfortunately, there is no obvious way of adapting the Rissanen projection technique to such a Fourier parameterization. A simple heuristic procedure to overcome this problem is provided in [42].

5 CONCLUSIONS

A comprehensive survey of state-space theory of cyclostationary processes is presented in this chapter. The assumption of Gaussian processes was made so that first- and second-order moments suffice to completely characterize a CS process. However, most results straightforwardly extend to the case of non-Gaussian (wide-sense) cyclostationary processes. A point to be noted is that in the non-Gaussian case the Kalman predictor is optimal only within the class of linear prediction rules.

Attention has been restricted to discrete-time CS processes having integer period. In particular this corresponds to the case of continuous-time CS processes sampled with an integer number of samples per period. The extension of state-space theory to more general models encompassing noninteger periods or multiple incommensurate periods (polycyclostationary processes) is an open problem.
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1 INTRODUCTION

This chapter contains a review of the spectral theory of periodically correlated (PC) and almost periodically correlated (APC) stochastic processes, and of results concerning the consistent estimation of the Fourier coefficients of the correlation function and their corresponding densities. We also review process representations and, in particular, the role of groups of unitary operators in the spectral and representation theory for these processes. Finally, some topics for future research are given.

The theory of PC and APC processes begun by Gladyshev [37, 38] has developed along probabilistic lines and the emphasis has been on the underlying structure, but significant consideration has been given to applications, such as spectral estimation.

* Sponsored by ONR contract N00014-92-C-0057.
A few years prior to Gladysh’s initial work, Bennett [4] introduced cyclostationary (synonymous with periodically correlated) processes in the context of communications theory. The theory of cyclostationary (CS) and almost cyclostationary (ACS) processes that evolved from this beginning has emphasized applications but significant consideration has been given to the underlying structure.

The CS theory includes probabilistic models as well as nonprobabilistic notions of CS functions or time-series [29] that may be understood as an extension and generalization of Wiener’s general harmonic analysis [84]. Some of the results obtained by these two paths of development are similar, particularly those concerning estimation of the coefficient functions (cyclic correlations) and their (spectral correlation) densities, which are discussed later in Section 5 (see [31] for a clear description of these similarities). The similarities are due to the fact that in both cases, the coefficient functions are related to spectral densities through Fourier transforms and because similar estimation formulas are used. On the other hand, the issues of difference appear mainly to be structural. One deals with random processes and defines correlation through expectation while the other deals with nonrandom functions belonging to a certain class and defines correlation through time averages. The understanding of both views is of value and the existence of this volume will certainly facilitate this understanding.

In this overview, we primarily use the terms PC and APC.

A random process $X(t)$ taking values in the $L_2$ random variables of a probability space $(\Omega, \mathcal{F}, P)$ and indexed on $I = \mathbb{Z}$ or $\mathbb{R}$ is called periodically correlated or PC if there exists a smallest $T > 0$ such that

$$\mu(t) = E[X(t)] = \mu(t + T) \quad (1)$$

$$R(t_1, t_2) = E[(X(t_1) - \mu(t_1))(X(t_2) - \mu(t_2))] = R(t_1 + T, t_2 + T) \quad (2)$$

for every $t$, $t_1$, and $t_2$ in $I$. For discrete time ($I = \mathbb{Z}$) it is required that $T > 1$, otherwise the process is stationary. For continuous time ($I = \mathbb{R}$) Gladysh also requires continuity of the correlation function.

Similarly, a process $X: \mathbb{R} \rightarrow L_2(\Omega)$ is called almost periodically correlated if

$$\mu(t) = E[X(t)]$$

and

$$R(t_1 + t, t_2 + t) = E[(X(t_1 + t) - \mu(t_1 + t))(X(t_2 + t) - \mu(t_2 + t))] \quad (3)$$

are almost periodic functions with respect to the variable $t$ (in the sense of Bohr) for every $t_1$ and $t_2$ in $I$. In this case, Gladysh treats only processes indexed on $\mathbb{R}$ and requires the covariance to be uniformly continuous.

The theory of PC and APC processes reviewed in this chapter is significantly based on the theory of weakly stationary processes. The spectral theory for stationary processes began with the spectral theory for the covariance, based on the work of Khintchine [65] and Bochner [6]. This was followed by the spectral representation of the process, based on the work of Cramér [12] and Kolmogorov [66] (who uses a theorem of Stone [83] on the spectral representation of groups of unitary operators). Early contributors to the spectral theory for multidimensional stationary processes were Cramér [12], Kolmogorov [66], Rozanov [79], Wiener and Masani [85]. A particularly interesting fact about PC processes is that they can be viewed as stationary processes that take values in a larger space. For example, second-order PC sequences of period $T$ are exactly the same (there is a bijection) as $T$-dimensional stationary vector sequences. It is therefore of particular interest that Gladysh worked on multivariate stationary processes prior to his work on PC processes [36]. In the case of continuous-time PC processes, the larger space may need to be infinite dimensional, thus requiring the theory for stationary Hilbert-space valued random processes (see Gangolli [24] and Kallianpur and Mandrekar [63]).

Finally, a group of researchers in the former USSR, principally Y. P. Dragan and his co-workers, have made substantial progress in many of the same topics. The books by Dragan [21], Dragan and Yavorskii [22] and Dragan, Rozhkov, and Yavorskii [23] (all in Russian) contain a large volume of work that was not reviewed for this survey. The book by Yaglom [86] contains a review of PC processes and gives additional references to Dragan’s work.

## 2. SPECTRAL THEORY FOR THE COVARIANCE

### 2.1 PC Processes

We begin the spectral theory for the covariance (we assume henceforth that $\mu(t) \equiv 0$) with the observation that the diagonal periodicity or almost periodicity of (2) and (3) can be transformed into periodicity in one variable through a simple transformation. Following Gladysh [37], we thus define the rotated covariance

$$B(t, \tau) = R(t + \tau, t), \quad (4)$$

and so the property (2) becomes $B(t, \tau) = B(t + T, \tau)$ for every $t$ and $\tau \in I$. This suggests that for every $\tau$, $B(t, \tau)$ can be expressed as a Fourier series

$$B(t, \tau) \sim \sum_k B_k(\tau) \exp(i2\pi kt / T) \quad (5)$$

where the sense of convergence depends on the smoothness of $B(t, \tau)$ in the variable $t$, and

$$B_k(\tau) = \frac{1}{T} \int_0^T \exp(-i2\pi kt / T) B(t, \tau) dt \quad (6)$$

In the discrete-time case, the representation (5) is a pointwise equality and the integral (6) is a sum. In the continuous-time case, since $B(t, \tau)$ is continuous with respect to $t$ for each fixed $\tau$, $B(t, \tau)$ is represented by its Fourier series in the sense that the Cesàro means of the partial sums converge at each $t, \tau$. Under stronger conditions, such as $B$ is Lipschitz in $t$ at $(t, \tau)$, the partial sums themselves converge to $B(t, \tau)$.
Part of the general spectral theory for the covariance is thus provided through the Fourier series representation (5) and to address the nature of the coefficient functions \( B_k(\tau) \), Gladyshev answered the following question, first for sequences [37], and then for continuous time [38]. Given a continuous function \( B(t, \tau) \), what conditions on the coefficient functions \( \{ B_k(\tau) \} \) are implied by the fact that \( B \) arises from a PC covariance \( R \) (which is nonnegative definite); and conversely, what conditions on the coefficients imply that \( B \) will correspond to a covariance \( R \). This is Gladyshev’s answer for continuous time: A sequence of coefficient functions \( \{ B_k(\tau), k \in \mathbb{Z}, \tau \in \mathbb{R} \} \) arises from some PC process if and only if for every \( N \) and every sequence of complex numbers \( \{ c_1, c_2, \ldots, c_N \} \), real numbers \( \{ \tau_1, \tau_2, \ldots, \tau_N \} \), and integers \( \{ k_1, k_2, \ldots, k_N \} \) it follows that
\[
\sum_{p=1}^{N} \sum_{q=1}^{N} c_p c_q \beta_{k_p k_q} (\tau_p - \tau_q) \geq 0
\] (7)
where \( \beta_{jk}(\tau) = B_{k-j}(\tau) \exp(i2\pi j\tau/T) \). We note that Gladyshev’s result is in the spirit of Khinchine [65] who obtains the spectral representation of the covariance of a stationary process by using the fact that covariances must be nonnegative definite (followed by an application of Bochner’s theorem).

In [47] it is shown that Gladyshev’s result also holds for a class of PC processes that need not be continuous in quadratic mean.

The condition (7) is necessary and sufficient (see [12] or [80], p. 20) for each \( \beta_{jk}(\tau) \) to be a cross-correlation function belonging to some weakly stationary vector process and hence each \( \beta_{jk}(\tau) \) is a Fourier transform of a complex measure and thus the functions \( B_k(\tau) \) are also. This remains true in a general sense: if \( R(t, \tau) = B(t, 0) = B(t + T, 0) \) is Lebesgue integrable on \([0, T]\), then the following are equivalent [47]:

(a) \( B_0(\tau) \) is continuous at \( \tau = 0 \);

(b) \( B_0(\tau) = \int_{-\infty}^{\infty} \exp(i\lambda \tau) m_0(d\lambda); \int_{-\infty}^{\infty} |m_0(d\lambda)| \leq B_0(0) = \int_{-\infty}^{\infty} m_0(d\lambda), \) (8)

where \( m_0 \) is a nonnegative measure on the Borel sets of \( \mathbb{R} \).

Recently [20] it has been shown that \( m_0 \) is absolutely continuous with respect to \( m_0 \). The Lebesgue decomposition of the measure \( m_0 \) implies that there will always be a unique (spectral) density \( g_0 \) (although it may be null) associated with every \( m_0 \). But when and only when \( m_0 \) is absolutely continuous with respect to Lebesgue measure, may we write
\[
B_0(\tau) = \int_{-\infty}^{\infty} \exp(i\lambda \tau) g_0(\lambda) d\lambda.
\] (9)

Although (8) can be inverted to obtain \( m_0 \) (see [69], p. 186), the direct inversion \( g_0(\lambda) = \frac{1}{2\pi} \int_{-\infty}^{\infty} B_0(\tau) \exp(-i\lambda \tau) d\tau \) requires that \( B_0 \in L_1(\mathbb{R}) \). For an example of a

PC process that is not continuous in quadratic mean, consider the process formed by amplitude modulation \( X(t) = f(t) Y(t) \) where \( Y \) is wide sense stationary and \( f(t) = f(t + T) \) is \( L_2[0, T] \). It is clear that \( X(t) \) is PC but not necessarily continuous in quadratic mean, but from (6) we obtain \( B_0(t) = T^{-1} \int_{0}^{T} f(t + \tau) f(t) d\tau \) which is continuous everywhere and so the coefficient functions \( B_k(\tau) \) are each Fourier transforms. Further results on the representation theory of such processes and their relation to \( L_2[0, T] \)-valued stationary sequences are given in [56]. In the preceding example, if we set \( f(t) = f(t + T) = 1 \) for \( t \in [0, T/2] \) and \( f(t) = f(t + T) = -1 \) for \( t \in [T/2, T] \), then from (6) it follows that \( B_0(0) = m_k(\mathbb{R}) = 0 \) for \( k \neq 0 \), but yet it is not true that \( B_k(\tau) \equiv 0 \) or equivalently \( m_k \equiv 0 \). Evidently for \( k \neq 0 \), the measure \( m_k \) can “oscillate” to produce \( m_k(\mathbb{R}) = 0 \).

There is an intimate connection between PC processes and processes that can be made stationary by an independent uniform time shift. If the random variable \( \Theta \) is independent of a q.m. (quadratic mean) continuous second-order process \( X \), then setting \( Y(t) = X(t + \Theta) \) leads to
\[
R_Y(s, t) = E_\Theta E_X \{ [X(s + \Theta) - \mu(s + \Theta)] [X(t + \Theta) - \mu(t + \Theta)] \}
\]
\[
= \int R_X(s + \theta, t + \theta) d\mu(\theta)
\] (10)

where \( \mu \) is the distribution function for \( \Theta \). If we add to the general hypothesis of independence that \( \Theta \) is uniformly distributed over \([0, T]\), then \( Y \) is weakly stationary if and only if \( X \) is PC with period \( T \) [46].

Conditions of independence that imply (10), along with some results for the strict-sense case are given in [48]. Gardner [25, 26] showed that a vector stationary process \( \{ X_j(t), j \in \mathbb{Z} \} \) whose cross correlations are given by \( \beta_{jk}(\tau) \) appearing in (7) can be obtained by
\[
X_j(t) = X(t + \Theta) \exp[i2\pi j(t + \Theta)/T].
\] (11)

2.2 APC Processes

Results similar to those above hold for APC processes. Since for every \( \tau \) the function \( B(t, \tau) \) is almost periodic with respect to the variable \( \tau \), it follows from \( E[|X(t)|^2] = B(t, 0) \) that APC processes have bounded second moments. Further, for each \( \tau \) the function \( B \) possesses a Fourier series
\[
B(t, \tau) \sim \sum_{a \in \alpha_k} B_a(\tau) \exp(i\alpha t)
\] (12)
whose Fourier coefficients are determined by
\[
B_a(\tau) = \lim_{A \to \infty} \frac{1}{2A} \int_{-A}^{A} \exp(-i\alpha t) B(t, \tau) dt
\]
and the set \( \alpha = \{ \alpha : B_a(\tau) \neq 0 \} \) is countable. The sense of representation expressed by (12) is that the frequencies \( \alpha_\epsilon \) and the coefficients \( B_a(\tau) \) are uniquely determined.
by $B(t, \tau)$, and that there exists a sequence of trigonometric polynomials whose frequencies are in $\alpha_\tau$ that converges uniformly in $t$ to $B(t, \tau)$. If $\alpha_\tau$ is a finite set, then the representation (12) is equality. In the language of ACS processes and functions, the frequencies $\alpha_\tau$ are called the cycle frequencies [27, 28, 29].

The assumed uniform continuity of $B$ (which follows from that of $R$) implies that $B_\alpha(t, \tau)$ is continuous with respect to $\tau$ and this can be used to prove [51] a conjecture of Gardner [28] that

$$\alpha = \bigcup_\tau \alpha_\tau = \{ \alpha : B_\alpha(t, \tau) \neq 0 \text{ for some } \tau \}$$

(14)

is also countable and hence $\alpha_\tau$ appearing in (12) can be replaced with $\alpha$.

Gladyshshev [38] also gave a condition for APC processes corresponding to (7), and it also remains true that all the functions $\{B_\alpha(t, \tau), \alpha \in \alpha\}$ are Fourier transforms of complex measures [51]

$$B_\alpha(t, \tau) = \int_{-\infty}^{\infty} \exp(i\lambda t)m_\alpha(d\lambda)\left(\int_{-\infty}^{\infty} |m_\alpha(d\lambda)| \leq B_0(0) = \int_{-\infty}^{\infty} m_\alpha(d\lambda) \right).$$

(15)

As in the PC case, $m_\alpha$ is absolutely continuous with respect to $m_0$ [20] and

$$B_\alpha(t, \tau) = \int_{-\infty}^{\infty} \exp(i\lambda \tau)g_\alpha(\lambda)d\lambda.$$  

(16)

when and only when $m_\alpha$ is absolutely continuous with respect to Lebesgue measure. The remarks made for the PC case also apply to the inversion of (15) and (16).

We note that the frequencies $\alpha$ and the coefficients together have constraints imposed by the requirement that $B(t, \tau)$ must be almost periodic in $t$ for every $\tau$ and those imposed by the requirement (Gladyshshev's conditions) that $R$ is a covariance. But these conditions still do not prevent the occurrence of other strange conditions, such as the set $\alpha$ containing limit points. This issue is mentioned again subsequently.

Extensions of the ideas of ACS processes include the following: First, rather than considering $B(t, \tau)$ as a collection of almost periodic functions, it may be viewed as a function from $\mathbb{R}$ to the Banach space of bounded continuous functions. Gardner introduces this idea in [27] where he calls them almost cyclostationary (ACS). In order to distinguish them from the (Gladyshshev) ACS processes, they are also called uniformly APC or UAPC [16, 20]; it also is pointed out that UAPC $\subset$ APC and that the two notions coincide when $X$ is harmonizable.

The idea of random time shifts can also be applied to APC processes. Gardner [27] shows that if $X$ is quasi-CS ($\alpha$ has a finite number of elements), the process $Y$ is stationary if $\Theta = \sum_\eta \eta_j$ where the $\{\eta_j\}$ are mutually independent, independent of $X$, and uniformly distributed over the interval $[-\pi/\alpha_j, \pi/\alpha_j]$. The result is also true for almost CS [27] and almost PC processes [51] having countable $\alpha$, but in both cases $\sum 1/\alpha_j^2 < \infty$ ensures Var[$\Theta$] $< \infty$. Gardner [27] also points out that the vector stationary process $\{X_j(t)\}$ for PC processes generalizes to almost CS processes by replacing the cycle frequency $k/T$ with $\alpha_k$ and taking $\Theta = \sum_\eta \eta_j$ as above.

Finally, the ideas of APC processes can be extended [58] to processes that are not continuous in quadratic mean by using the notion of almost periodic functions in the sense of Stepinov (see [68]), and in another sense of generalization, to APC processes indexed on locally compact abelian groups [59]. In another direction, Gardner [27] also introduces the asymptotically ACS processes, which intuitively are the same as ACS except that they differ by a "transient" part that does not affect the cyclic correlations, which are determined by long-term averages. Isozaka [61] investigated an identification problem for APC and asymptotically APC processes formed by the output of a linear time invariant filter driven by a point process.

There also exist results connected with ergodic theory and the laws of large numbers. Boyles and Gardner [7] introduce the asymptotically mean CS processes, which are nonstationary processes whose covariances contain additive periodic components (an additive trigonometric series), and hence contain the asymptotically ACS processes. They introduce the notion of cycloergodicity, and give both weak and strong types of results for CS sequences. Honda [42] obtains pointwise results for the continuous-time strictly CS processes. Results concerning both weak and strong laws of large numbers are given for continuous-time PC and APC processes in [9]; the strong-law results rely on the random time shift.

3 SPECTRAL THEORY FOR THE HARMONIZABLE CASE

The notion of a harmonizable process can be motivated from the fact that every wide-sense stationary process has an integral spectral representation of the form

$$X(t) = \int_{-\infty}^{\infty} \exp(i\lambda t) dZ(\lambda)$$

(17)

where the frequency-indexed random process $Z(\lambda)$ has orthogonal or uncorrelated increments and the equality is in $L^2(\Omega)$. This theory is treated in many texts on stationary second-order random processes (or sequences); for example, see [14, 69, 81].

Corresponding to (17) is the Fourier integral representation for the correlation function

$$E\{X(s)X(t)\} = R(s-t) = \int_{-\infty}^{\infty} \exp[i\lambda(s-t)] dF_\lambda(\lambda)$$

(18)

where the real-valued nonnegative spectral distribution function $F_\lambda(\lambda)$ is defined by

$$F_\lambda(b) - F_\lambda(a) = E\{|Z(b) - Z(a)|^2\}$$

for $a \leq b$.

The notion of harmonizable (in the sense of Loève [69]) processes preserves the spectral representation (17) but the increments of $Z(\lambda)$ need not be orthogonal. For such processes the correlation (covariance) function is given by a two-dimensional Fourier integral

$$E\{X(s)X(t)\} = R(s,t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(i\lambda_1 s - i\lambda_2 t) M_\lambda(d\lambda_1, d\lambda_2)$$

(19)
where the spectral correlation measure defined by

\[
M_Z([a, b], [c, d]) = E[(Z(b) - Z(a))(Z(d) - Z(c))]
\]  

(20)

is a finite complex measure on \( B(\mathbb{R}) \times B(\mathbb{R}) \) for which (i) \( M_Z(A, B) = M_Z(B, A) \) for every \( A, B \in B(\mathbb{R}) \), and (ii) \( \sum_{i,j=1}^{n} a_i \alpha_j M(A_i, A_j) \geq 0 \) for every \( n, a_1, a_2, \ldots, a_n \in \mathbb{C} \) and \( A_1, A_2, \ldots, A_n \in B(\mathbb{R}) \). We note that the notion of weakly harmonizable processes, described in [10, 74] still requires (i) and (ii) but only that \( M_Z \) is a bimeasure; that is, for every fixed \( A \in B(\mathbb{R}) \), the set function \( M_Z(A, \cdot) \) is a measure with respect to the second set variable and conversely. Even the weakly harmonizable processes have bounded second moments and are uniformly continuous in quadratic mean. Other interesting concepts of harmonizability may be found in [44, 45].

The exact manner in which the increments of \( Z(\lambda) \) are not orthogonal gives some information about the nature of the nonstationarity of \( X(t) \). In the case when \( X(t) \) is stationary, the spectral correlation measure is concentrated on the diagonal and is determined completely by \( M_Z([a, b], [a, b]) = F_Z(b) - F_Z(a) \). A principal nonstationary example is given by the case of PC and APC processes.

If \( X(t) \) is harmonizable and periodically correlated, then the increments of the spectral process \( Z(\lambda) \) are correlated in a characteristic manner. Specifically, a pair of increments of \( Z(\lambda) \), written here as \( dZ(\lambda_1) \) and \( dZ(\lambda_2) \) have nonzero correlation only when \( \lambda_2 = \lambda_1 - 2\pi k / T \). This fact may also be described in terms of the support set of the spectral correlation measure given by (20); a harmonizable \( X(t) \) is periodically correlated if and only if the support of \( M_Z \) is contained in the union of the diagonal lines \( D_k = \{(\lambda_1, \lambda_2) : \lambda_2 = \lambda_1 - 2\pi k / T \} \) [46]. In this case the coefficient functions can be determined from

\[
B_k(\tau) = \int \int_{D_k} \exp(i\lambda_1 \tau) M_Z(d\lambda_1, d\lambda_2)
\]

(21)

or, equivalently, the measure \( m_k \) can be identified with the restriction of \( M_Z \) to the line \( D_k \); this restricted measure is denoted by \( M_Z|_{D_k} \). It is possible for harmonizable processes to have support lines that are not of unity slope (see [31]).

If \( X(t) \) is harmonizable and almost periodically correlated, then the pair of increments \( dZ(\lambda_1) \) and \( dZ(\lambda_2) \) have nonzero correlation if and only if \( \lambda_2 = \lambda_1 - \alpha \) for \( \alpha < \alpha \). In other words, a harmonizable \( X(t) \) is APC if and only if \( M_Z \) is concentrated on the union of the diagonal lines \( D_\alpha = \{(\lambda_1, \lambda_2) : \lambda_2 = \lambda_1 - \alpha \} \) [49]. The coefficient functions can be determined from

\[
B_\alpha(\tau) = \int \int_{D_\alpha} \exp(i\lambda_1 \tau) M_Z(d\lambda_1, d\lambda_2),
\]

(22)

and the measure \( m_\alpha \) can be identified with \( M_Z|_{D_\alpha} \). This identification is also true [20] in a more general sense for weakly harmonizable APC processes having a \( \sigma \)-finite bimeasure [15].

Gladyshev [37] showed that all PC sequences are harmonizable by arguing that \( B_k(\tau) \) being a Fourier transform implies, through the use of (5), that \( B(t, \tau) \) can be represented as a two-dimensional Fourier transform and, therefore, the covariance \( R(t, \tau) \) also can be. The support of \( M_Z(d\lambda_1, d\lambda_2) \) is then characteristically constrained to be in the intersection of the \( 2T - 1 \) diagonal lines \( \{(\lambda_1, \lambda_2) : \lambda_2 = \lambda_1 - 2\pi k / T, k = -(T - 1), \ldots, T - 1 \} \) with the square \( [0, 2\pi] \times [0, 2\pi] \). This support set is illustrated in Fig. 1.

![Figure 1: Spectral mass locations for periodically correlated sequences.](image)

Gladyshev also gave an example [38] of a continuous-time PC process that is q.m. continuous and yet not harmonizable. The example is essentially based on the existence of continuous periodic functions whose Fourier coefficients are not (absolutely) summable. Subsequent examples have been given in [20]. Since q.m. continuous PC processes are APC, these same examples show that continuous-time APC processes are not all harmonizable.

Because of the identification of the measures \( m_\alpha \) with \( M_Z|_{D_\alpha} \) and \( m_\omega \) with \( M_Z|_{D_\omega} \), it follows that PC and APC processes are harmonizable if and only if \( \sum |m_\alpha|(\mathbb{R}) < \infty \) or \( \sum |m_\omega|(\mathbb{R}) < \infty \) [20].

### 4 PROCESS REPRESENTATIONS

Several representations, usually based in some way on spectral theory, have been developed for PC sequences and processes. We first discuss the harmonizable PC
case and then the unitary operator of a PC process and its connection to the representation theory. Finally, we examine the representation issue for APC processes.

4.1 Harmonizable PC Processes

Gladyshev made the important observation that a second-order sequence $X(t)$ is PC with period $T$ if and only if the $T$-dimensional vector sequence $Y(n)$ whose $q$th component is determined by $Y_q(n) = X(nT + p)$ is weakly stationary. There is a corresponding spectral representation for the sequence $Y(n)$ given by

$$Y(n) = \int_0^{2\pi} \exp(i\lambda n) d\xi(\lambda),$$

(23)

where $\xi$ is an orthogonally scattered vector measure taking values in $L_2(\Omega) \times L_2(\Omega) \times \ldots \times L_2(\Omega) = L_2(\Omega)^T$, where the orthogonal scattering means

$$E(\xi_p(A)\bar{\xi}_q(B)) = \delta_{pq}$$

(24)

if $A \cap B = \emptyset$. This leads to a corresponding representation for the cross-correlation functions

$$R_{pq}(m - n) = E[Y_q(m)\bar{Y}_q(n)] = \int_0^{2\pi} \exp(i\lambda(m - n)) dF_{pq}(\lambda),$$

(25)

and the correspondence with $R(s, t)$ is given by $R(s, t) = R_{pq}(s - m)$ if $s = mT + p$ and $t = nT + q$ where $0 \leq p, q < T$. Although useful information comes from this representation, it does not clearly reflect the natural indexing of time that is obtained in

$$X(t) = \int_0^{2\pi} \exp(i\lambda t) dZ(\lambda),$$

(26)

which follows from the harmonizability of $X$ and rewriting (17) and (19) for sequences.

Gladyshev proceeded further with the representation (26) to show that PC sequences can also be expressed in terms of another $T$-dimensional stationary vector sequence. To see this, the interval $[0, 2\pi]$ is partitioned into $T$ consecutive subintervals of length $2\pi/T$, so that (26) becomes

$$X(t) = \sum_{k=0}^{T-1} \int_{kT}^{(k+1)T} \exp(i\lambda t) dZ(\lambda)$$

$$= \sum_{k=0}^{T-1} \int_0^{2\pi/T} \exp(i\lambda t + i2\pi kt/T) dZ(\lambda + 2\pi k/T)$$

$$= \sum_{k=0}^{T-1} \exp(i2\pi kt/T) \int_0^{2\pi/T} \exp(i\lambda t) dZ(\lambda + 2\pi k/T)$$

$$= \sum_{k=0}^{T-1} \exp(i2\pi kt/T)a_k(t),$$

(27)

where

$$a_k(t) = \int_0^{2\pi/T} \exp(i\lambda t) dZ(\lambda + 2\pi k/T) = \int_0^{2\pi} \exp(i\nu t) d\tilde{Z}_k(y)$$

(28)

and the measures $\tilde{Z}_k$ are obtained from $Z$ by

$$\tilde{Z}_k([a, b]) = Z([a/T, b/T + 2\pi k/T]).$$

The measures $\tilde{Z}_k$ can now be seen, with the help of Fig. 1, to be mutually orthogonally scattered in the same sense as (24), so finally we see from (28) that $X(t)$ is represented by a sum of products of harmonically spaced complex exponentials with the components of a vector stationary sequence.

In the case of sequences, the sense of equality in (28) is that of $L_2(\Omega)$ and the notion of limit is not an issue since the sum is finite. See [37] and [72] for the relationship between the cross-spectral distribution function $F_{pq}(\lambda)$ appearing in (25) and those of the family $\{a_k(t)\}$.

Harmonic series representations

$$X(t) \sim \sum_{k=\pm\infty} \exp(i2\pi kT)a_k(t),$$

(29)

have also been obtained for continuous-time PC processes [26, 42, 49, 75] but now there is the additional issue of the sense of convergence of the sum (29). In the case of harmonizable PC processes, the proof follows from the partitioning of the real line into intervals of length $2\pi/T$, as for sequences, along with the fact that the support set for $M_2$ is contained in $D = \bigcup\{D_1, D_2 : D_2 = D_1 - 2\pi k/T\}$. The proof of the harmonic series representation for harmonizable PC processes clearly illustrates the close connection between the periodic partition applied to (17) and the periodic spacing of the support lines $D_k$. The processes $a_k(t)$ whose existence and properties are established by the representation theorems can also be expressed, for harmonizable $X$, directly in terms of $X$ by

$$a_k(t) = \int_{-\infty}^{\infty} w(t - \sigma)X(\sigma) \exp(-i2\pi ka/T) d\sigma$$

(30)

where $w(t) = \sin(\pi t/T)/\pi t$.

It is not clear that a representation (29) in terms of stationary processes holds for APC processes even if they are harmonizable. However, such a representation has been shown [70] for bounded correlation autoregressive sequences (which are a subset of the harmonizable APC sequences with $\alpha$ a finite set).

4.2 The Unitary Operator of PC Processes

An important notion in the theory of wide-sense stationary processes is the naturally associated group of unitary operators. It is, in essence, the notion underlying the

\footnote{In the terminology of cyclostationary processes, this is a harmonic series representation [26].}
spectral representation (17) for stationary processes. We first mention a few pertinent facts about unitary operators and groups of unitary operators, then we discuss their importance to stationary and PC processes (where they naturally occur) and how they can be used to generate an important subclass of the APC processes.

A unitary operator on a Hilbert space $H$ is a continuous linear operator $U$ for which $(Ux, Uy) = (x, y)$ for every $x, y \in H$; that is, unitary operators preserve inner products. Every unitary operator can be written as an integral (read as a sum) with respect to orthogonal projections; that is

$$U = \int_{0}^{2\pi} \exp(i\lambda)dE(\lambda),$$

(31)

where $E(\lambda), \lambda \in [0, 2\pi)$ is an increasing family of orthogonal projections such that $E(2\pi) = I$, the identity operator [82]. A family of unitary operators $\{U(\tau), \tau \in I\}$, where $I$ is an index set (here $\mathbb{Z}$ or $\mathbb{R}$), is a group (under the operation of composition) if $U(s) \circ U(t)$ is given by $U(s+t)$ for every $s, t \in I$ and $U(0)$ is the identity; this is often shortened to $U(s+t) = U(s)U(t)$.

If $I = \mathbb{Z}$, then any $U(\tau)$ has the representation

$$U(\tau) = U^{*} = \int_{0}^{2\pi} \exp(i\lambda\tau)dE(\lambda);$$

(32)

if $I = \mathbb{R}$ and the family is strongly continuous, $\|U(h) - U(0)\| \to 0$ as $h \to 0$, (see [82], p. 380) then

$$U(\tau) = U^{*} = \int_{-\infty}^{\infty} \exp(i\lambda\tau)dE(\lambda).$$

(33)

Beginning only with the view that a second-order wide-sense stationary process $X(t)$ is a curve in a Hilbert space for which $(X(s), X(t)) = R(s-t)$, one can demonstrate (see [80], p. 14) the existence of a family of unitary operators $\{U(\tau), \tau \in I\}$ that form a group under composition and satisfy

$$X(t + \tau) = U(\tau)[X(t)]$$

(34)

for every $t, \tau$. Since the group $\{U(\tau), \tau \in I\}$ through (34) "explains" any time shift of the process, it is often called the shift group. Setting $\tau = 0$ gives $X(t) = U(0)[X(0)]$ for every $t$, or we see that the entire process (curve) is determined by one random variable (we chose $X(0)$) and the family of shift operators $\{U(\tau), \tau \in I\}$. Taking $I = \mathbb{R}$ and using (33) gives the representation (17) where the random measure $Z$ is determined by $Z([a, b)) = E([a, b))X(0)$, the application of the projection $E([a, b))$ to the element $X(0)$.

We now turn to the unitary operator of a PC process (or sequence) [56, 71]. If $X$ is PC with period $T$ we denote $H(X) = \mathbb{R}^{p}[X(t), t \in I]$ as the Hilbert space generated by $X$. For vectors of the form $x = \sum_{j=1}^{p} e_{j}X(t_{j})$ in $sp[X(t), t \in I]$, define the operator $U_{X}$ by $U_{X}x = \sum_{j=1}^{p} e_{j}X(t_{j} + T)$. It is easy to show that $U_{X}$ is linear and, due to (2), is unitary on $sp[X(t), t \in I]$. It follows from the continuity of $U_{X}$ that it extends to the closure $H(X)$.

As a consequence, we may write

$$X(t + T) = U_{X}[X(t)]$$

(35)

for every $t \in I$, so $U_{X}$ is a shift operator for $X$ but only for shifts of length $T$. If $X$ is a PC sequence ($I = \mathbb{Z}$) and $U_{X}$ is a shift operator for $T = 1$, then $X$ is stationary. Also in the case of sequences there is a close relationship between $U_{X}$ and the unitary operator associated with the vector $T(n)$ appearing in relation (23). Weakly stationary vector sequences have the property that there is a single unitary operator $U_{Y}$ that acts as the shift operator for each component of $Y$; that is, $Y^{(p)}(n+1) = U_{Y}[Y^{(p)}(n)]$ for every $p$ (see [80], p. 14). It follows that $U_{Y} = U_{X}$.

In the continuous-time case when $X$ is q.m. continuous, then we can construct a similar $Y$; indeed, define the infinite dimensional stationary sequence $Y$ by $Y^{(p)}(n) = X(nT + r_{p})$ where $r_{p}$ is the $p$th rational in the interval $[0, T)$ (with any ordering). Then $U_{Y} = U_{X}$ and any $X(t)$ is a limit along some subset of values of $Y^{(p)}(n)$. We have already seen, for the harmonizable case, one representation of continuous-time PC processes in terms of infinite dimensional vector stationary processes, and we shall subsequently see some others.

The existence of $U_{X}$ leads to another characterization of PC sequences and processes: $X$ is PC with period $T$ if and only if there exists a group of unitary operators $\{U(\tau), \tau \in I\}$ and a periodic function (process) $P(t)$ taking values in $L_{2}(\Omega)$ for which

$$X(t) = U(0)[P(t)]$$

(36)

for every $t$ [56]. If $I = \mathbb{R}$ and $X$ is q.m. continuous, then $U(\tau)$ is strongly continuous and $P(t)$ is a continuous periodic function.\(^3\) The proof is straightforward. If $X$ is given by (36) then denoting inner product by $\langle \cdot, \cdot \rangle$,

$$\langle X(s), X(t) \rangle = \langle U(s)[P(s)], U(t)[P(t)] \rangle$$

$$= \langle (U(T)U(s))[P(s + T)], U(T)[P(t + T)] \rangle$$

(37)

$$= \langle X(s + T), X(t + T) \rangle$$

so $X$ is PC. Conversely, if $X$ is PC, the spectral representation of $X$ given by (31) permits us to construct a group of unitary operators by

$$U(\tau) = \int_{0}^{2\pi} \exp(i\lambda\tau/T)dE(\lambda),$$

(38)

where $U(T) = U_{X}$. Therefore $P(t) = U(0)[P(t)]$ is periodic with period $T$ and so $P$ and the group $U$ satisfy (36).

The expression (36) provides the clear contrast to the stationary case, in which $P(t) = X(0)$, a fixed random variable. We also note that the characterization is not

\(^3\) Even when $X$ is not q.m. continuous, there is a sense in which (36) holds; see [56] for the details.
unique since \( \tilde{U}(t) = U(t) \exp(i2\pi t / T) \) and \( \tilde{P}(t) = P(t) \exp(-i2\pi t / T) \) will also solve (36). See [56] for additional discussion.

4.3 Representations of \( X \) Based on the Unitary Operator

Representations for \( X \) follow naturally from (36) by employing representations for \( U \) and \( P \). We begin with a representation of the harmonic series [26] type. Under various conditions (see [64], p. 51), the partial sums

\[
S_N(t) = \sum_{k=-N}^{N} P_k \exp(i2\pi kt / T)
\]

converge to \( P(t) \) where \( P_k = T^{-1} \int_0^T P(t) \exp(i2\pi kt / T) dt \); it follows that

\[
X_N(t) = U(t) \left[ \sum_{k=-N}^{N} P_k \exp(i2\pi kt / T) \right] = \sum_{k=-N}^{N} a_k(t) \exp(i2\pi kt / T),
\]  

(39) converges in \( L_2(\Omega) \) to \( X(t) \). Since \( a_k(t) = U(t)[P_k] \) (note that \( a_k(0) = U(0)[P_k] = P_k \) given in this manner are jointly wide-sense stationary, harmonic series representations are obtained without the assumption of harmonizability. If \( X_N(t) \) are formed from \( U(t) \) operating on the Cesàro means of \( S_N(t) \), then \( X_N(t) \to X(t) \) at every \( t \). The issue of expressing \( a_k(t) \) directly in terms of a nonharmonizable \( X \), as in (30), is not completely settled. Some results are given in [60]. The representation (39), with the common group \( U(t) \) acting on the terms \( P_k \exp(i2\pi kt / T) \), provides additional meaning to the spectral redundancy of cyclostationary processes [32].

Another similar representation is obtained for all q.m. continuous PC processes and the \( L_2(\Omega) \) convergence is uniform in \( t \). First write \( P(t) = \sum_{k=-\infty}^{\infty} \langle P(t), \xi_k \rangle \xi_k \) where \( \{\xi_k\} \) is a complete orthonormal set (CONS) in \( H(X) \); such a CONS exists because of the q.m. continuity, and the convergence is unconditional (in a sense, absolute). Since \( U(t) \) is unitary for each fixed \( t \) it follows from the unconditional convergence that

\[
X(t) = U(t) \left[ \sum_{k=-\infty}^{\infty} f_k(t) \xi_k \right] = \sum_{k=-\infty}^{\infty} f_k(t) U(t)[\xi_k] = \sum_{k=-\infty}^{\infty} f_k(t) a_k(t)
\]  

(40)

where \( f_k(t) = \langle P(t), \xi_k \rangle \) is a scalar periodic function for every \( k \) and the sequence of processes \( a_k(t) = U(t)[\xi_k] \) are jointly stationary in the wide sense. As in the preceding paragraph, we observe that \( a_k(0) = U(0)[\xi_k] = \xi_k \).

Finally, using the spectral representation (31) for \( U(t) \) which is applied at each \( t \) to the vector \( P(t) \) gives

\[
X(t) = U(t)[P(t)] = \int_{-\infty}^{\infty} \exp(i\lambda t) dE(\lambda)[P(t)]
\]

(41)

\[
= \int_{-\infty}^{\infty} \exp(i\lambda t) d\lambda Z(\lambda, t)
\]

(42)

where the \textit{time-dependent spectral measure} \( Z \) is defined through the application of the projection-valued measure appearing in (33) to the vector \( P(t) \). To be precise, for the interval \( [a, b] \), we have

\[
Z([a, b], t) = E([a, b])[P(t)]
\]

In this case the family of measures are mutually orthogonally scattered in the sense

\[
\langle Z([a, b], t_1), Z([c, d], t_2) \rangle = 0
\]

whenever \( [a, b] \cap [c, d] = \emptyset \). This is in contrast to the harmonizable representation in which the measure is independent of \( t \) but is not orthogonally scattered.

The unitary operator also has a role in the representations of the \textit{translation series} type, which are based on the Karhunen-Loève expansion. This representation was introduced by Jordan [62] and was clarified and applied to a filtering problem by Gardner and Franks [26]. The following statement appearing in [56], p. 267, summarizes the basic representation result: A second-order process \( X(t) \) is continuous and PC if and only if

\[
X(t) = \sum_{j=1}^{\infty} a_{jn} \phi_j(t) \quad nT \leq t < (n+1)T
\]

(43)

where (a) \( \{a_{jn}\} \) is a q.m. and uniform with respect to \( t \); (b) the sequence \( \{\phi_j(t)\}, t \in \mathbb{R}, j \in \mathbb{N}_+ \) are continuous periodic functions \( \phi_j(t) = \phi_j(t + T) \) that satisfy for all \( j, k \in \mathbb{N}_+ \) and \( 0 \leq t < T \),

\[
\int_0^T R(s, t) \phi_j(s) ds = \lambda_j \phi_j(t)
\]

(44)

and

\[
\int_0^T \phi_j(t) \overline{\phi_k(t)} dt = \delta_{jk};
\]

(45)

and (c) for fixed \( n \), the random variables \( \{a_{jn}, j \in \mathbb{N}_+ \} \) are orthogonal, \( E[a_{jn} \overline{a_{km}}] = \lambda_j \delta_{jk} \), and the countable collections \( A_n = \{a_{jn}, j \in \mathbb{N}_+ \} \) are weakly stationary in the sense that

\[
E[a_{jn} \overline{a_{km}}] = r_{jk}(m - n)
\]

(46)

for every \( j, k \in \mathbb{N}_+, m, n \in \mathbb{Z} \).

The connection between the unitary operator \( U_X \) and the sequence \( \{A_k, k \in \mathbb{Z} \} \) can be expressed by \( a_{j(n+1)} = U_X a_{jn} \) for every \( j, n \). This follows from writing

\[
a_{jn} = \int_{-T}^{(n+1)T} X(t) \phi_j(t) dt
\]

(47)

which is a Riemann integral because \( X(t) \) is q.m. continuous. Then \( U_X \) can be brought inside the integral (consider approximating Riemann sums) and hence \( a_{j(n+1)} = \).
$U_X U_X^*$ follows. Thus $U_X$ is the same unitary operator that is naturally associated with the vector sequence $\{A_k\}$.

### 4.4 Almost Periodically Unitary Processes

Since unitary operators arise naturally in stationary and PC processes, do they also arise in APC processes? This question motivates the *almost periodically unitary* (APU) processes, which can be defined as the second-order processes $X$ for which there exists a strongly continuous group of unitary operators $\{ U(\tau), \tau \in \mathbb{R} \}$ for which the set of "almost periods"

$$
S(\epsilon, X, U) = \left\{ \tau : \sup_{\epsilon \in \mathbb{R}} ||X(t + \tau) - U(\tau) X(t)||_{L^2} < \epsilon \right\}
$$

is a *relatively dense* set for every $\epsilon > 0$; a set $E$ of real numbers is relatively dense if for some $L > 0$ every interval of length $L$ has a nonnull intersection with $E$. This definition of APU processes is motivated by the Bohr definition of almost periodic functions. There is an easier equivalent definition. A q.m. continuous process $X(t)$ is APU if and only if it can be given by (36) where $P(t)$ is an almost periodic function taking values in $L_2(\mathbb{R})$ [57]. We observe that PC processes can always be called periodically unitary.

The standard examples of APC processes that begin with periodic modulations of stationary processes are all APU as well. We do not know of a nice characterization of processes that are APC and not APU.

The representations based on (36) each have a corresponding version for the APU case, although a few qualifications are needed. In the case of the *harmonic series representation*, the sense of convergence of

$$
X_N(t) = U(t) \left[ \sum_{k=-N}^{N} P_k \exp(i \lambda_k t) \right] = \sum_{k=-N}^{N} a_k(t) \exp(i \lambda_k t),
$$

must be taken in a sense corresponding to almost periodic functions (see [57]), and the processes $a_k(t)$ are no longer necessarily bandlimited although they are still jointly stationary. The representation (40) is roughly the same except the functions $f_j(t)$ are almost periodic in the usual Bohr sense, and $\sum_{j \in J} |f_j(t)|^2$ must converge to $0$ uniformly in $t$. The time-dependent spectral representation (42) follows in the same manner except the $L_2(\mathbb{R})$-valued *time-dependent spectral measure* $Z((a, b), t) = E[(a, b) | P(t)]$ is almost periodic in the sense of Bohr. We do not expect a translation series representation for these processes based on the Karhunen-Loève expansion because the rigid constraint of periodicity is needed to get (35) from which everything follows. Nor do we expect to be able to generally express $a_k(t)$ directly in terms of $X(t)$ via (30) because for the APU case, the $a_k(t)$ need not be bandlimited, another fact that follows from (30).

### 5 Estimation of the Coefficient Functions and Their Spectral Densities

We first review the stationary case, then the PC case, for which results are relatively straightforward. When $X$ is APU, some additional complication can arise because generally there is nothing to prevent the set of cycle frequencies $\alpha$ from possessing cluster points. This issue was first discussed by Gardner [27] in his discussion of ACS processes. In our work it arose in attempting to extend the approach of density estimation for PC processes to the APC case. To get some appreciation of the potential difficulty, suppose $\alpha_0$ is a limit point from $\alpha$ so there is a subsequence $\{\alpha_n\}$ with $\alpha_n \rightarrow \alpha_0$. If we wish to estimate $R_{\alpha_0}(\tau)$ or $g_{\alpha_0}(\alpha)$ from averaging operations whose resolution in the dimension $\alpha$ is imperfect ($> 0$) for any finite averaging interval $A$, then for any $A$ there will be a countable number of $\alpha_n$ that are unresolvable from $\alpha_0$. This problem is also discussed by Gardner [29] under the topic of cycle leakage. Several types of restrictions can be made that diminish this difficulty. First, it is possible for the amplitudes corresponding to the subsequence $\{\alpha_n\}$ to diminish sufficiently fast that they do not matter. Both harmonizability (absolute summability of the spectral correlation measures) and certain mixing conditions cause this to occur. And of course, the set $\alpha$ may not have cluster points and still be interesting; for example, the condition $\sum 1/\alpha_n^2 < \infty$ (discussed earlier in connection with the random shift for APC processes) prevents the occurrence of cluster points in the set $\alpha$.

#### 5.1 The Stationary Case

In the case of a stationary complex-valued process with covariance $R(\tau)$, the usual estimator for $R$

$$
\hat{R}(A, \tau) = \frac{1}{A} \int_0^{A-|\tau|} X(t + \tau)X(t)^* dt
$$

is consistent under conditions such as $\int_{-\infty}^{\infty} |R(\tau)| d\tau < \infty$ that control the correlation between distant events. This may be considered a form of mixing, which will appear again subsequently. If $X$ is Gaussian, then $\hat{R}(A, \tau)$ is consistent if and only if $F_Z$ appearing in (18) has no discrete component [41].

Pointwise consistency (for fixed $\tau$ or $\lambda$) is usually taken in the sense of quadratic mean or in probability. But since we are actually trying to estimate functions, $R(\tau)$ or $g(\lambda)$ for the stationary case, function-space consistency is also of interest. The remainder of this preliminary discussion treats pointwise consistency.

A related problem is the estimation of the spectral density function $g$ where $R(\tau) = \int_{-\infty}^{\infty} \exp(i \lambda \tau) g(\lambda) d\lambda$. The typical approach to the nonparametric

---

4No constraints, other than $g \geq 0$ and $\int_{-\infty}^{\infty} g(\lambda) d\lambda < \infty$, are imposed upon $g$. 

In examination of q.m. consistency it is often useful to explicitly separate the bias and variance of the estimator:

\[
E[(\hat{B}_k(A, \tau) - B_k(\tau))^2] = E[\hat{B}_k(A, \tau) - B_k(\tau)]^2 + E[\hat{B}_k(A, \tau) - E(\hat{B}_k(A, \tau))]^2
\]

where \(\epsilon(A, \tau)\) is bounded with respect to both \(A\) and \(\tau\) and hence the bias is \(O(1/A)\). See [35] for a similar result in the discrete-time case.

Sufficient conditions for \(\lim_{A \to \infty} \text{var}[\hat{B}_k(A, \tau)] = 0\) (and hence the desired consistency) are now easily stated in terms of the process \(Z(t) = X(t + \tau)X(t) - B(t, \tau)\) and its correlation, \(R_{Z,t}(t_1, t_2) = E[Z(t_1, \tau)Z(t_2, \tau)]\). Whenever \(X\) is real and Isserlis's condition,

\[
E[X(t_1)X(t_2)X(t_3)X(t_4)] = E[X(t_1)X(t_2)]E[X(t_3)X(t_4)]
+ E[X(t_1)X(t_2)]E[X(t_3)X(t_4)] + E[X(t_1)X(t_2)]E[X(t_3)X(t_3)]
\]

is satisfied, as when \(X(t)\) is real and Gaussian, \(R_{Z,t}(t_1, t_2)\) can be expressed in terms of pairwise correlations. This is used in the immediately following and subsequent results. If \(X\) is PC with bounded absolute fourth moments, then the following are sufficient for the desired consistency:

1. \(\int_0^\infty \int_0^\infty |R_{Z,t}(t_1, t_2)| dt_1 dt_2 < \infty\);
2. \(\lim_{u \to \infty} R_{Z,t}(t + u, t) = 0\) uniformly in \(t\);
3. if \(Z(t)\) is PC and \(\int_0^\infty \int_0^T |R_{Z,t}(t_1, t_2)| dt_1 dt_2 < \infty\);
4. if \(X\) is real, satisfies Isserlis's condition and \(\int_0^\infty \int_0^T B^2(t, \tau) dt d\tau < \infty\);
5. if \(X\) is real, satisfies Isserlis's condition and \(\lim_{t \to \infty} B(t, \tau) = 0\) uniformly in \(t\).

For real-valued discrete-time Gaussian PC sequences, Genossar, Lev-Ari, and Kailath [35] show that consistency for every \(k\) and \(\tau\) occurs if and only if one of the following hold:

1. the measure \(m_0\) has no discrete component;
2. \(\lim_{A \to \infty} A^{-1} \sum_{t=1}^A |B_0(\tau)|^2 = 0\).

These results should be compared to the remarks concerning \(F_Z\) for the stationary case discussed in Section 5.1.

The study of consistency of \(\hat{B}_k(A, \tau)\) seems to have begun with Gudzenko [40] who essentially gave condition (1b). Proofs of the others may be found in [46, 50]. A necessary and sufficient condition (see [28]) for q.m. consistency for APC and, more generally, asymptotically mean cyclostationary processes, can also be expressed in terms of the process \(Z(t)\) by using

\[
\text{Var}[\hat{B}_k(A, \tau)] = \frac{1}{A^2} \int_{1-A}^A \int_{1-A}^A K_{Z,t}(s, t) \exp[-i2\pi k(s - t)] ds dt
\]

where

\[
K_{Z,t}(s, t) = R_{Z,t}(s, t) - B(s, \tau)B(t, \tau).
\]

Conditions for the a.s. convergence of \(\hat{B}_k(A, \tau)\) can be obtained from ([43], Theorem 5.1) for Gaussian PC processes.

Additional consistency results for PC processes can be inferred from recent results for APC processes (discussed in Section 5.4).

5.3 Estimation of \(g_k(\lambda)\) for the PC Case

The estimator for \(g_k\) considered here is formed by tapering \(\hat{B}_k(A, \tau)\) or equivalently by smoothing the biperiodogram

\[
J_A(\lambda_1, \lambda_2) = \frac{1}{2\pi A} \hat{X}_A(\lambda_1) \hat{X}_A(\lambda_2)
\]

along the line \(D_k\). As in the stationary case (note \(J_A(\lambda) = J_0(\lambda, \lambda)\)) the "raw" (unsmoothed) shifted periodogram \(I_A(k, \lambda) = J_A(\lambda, \lambda - 2\pi k/T)\) is an asymptotically unbiased but inconsistent estimator for \(g_k(\lambda)\), but appropriate smoothing can produce consistency. Specifically, using the same notation for the kernels appearing in the stationary case, \(\hat{g}_k(A, \lambda)\) can be expressed in two ways,

\[
\hat{g}_k(A, \lambda) = \frac{1}{2\pi} \int_{-A}^A k(B_A(v)) \hat{B}_k(A, v) \exp(-i\lambda v) dv
\]

(60)

\[
= \frac{1}{A} \int_{-\infty}^\infty K(\sigma - \lambda) J_A(\sigma, \sigma - 2\pi k/T) d\sigma.
\]

Qualitatively, the "bandwidth" of the estimator becomes small as \(A \to \infty\) at a rate proportional to \(B_A\); but the sample size (degrees-of-freedom) of the biperiodogram is increasing at a faster rate, yielding a compromise between bias and variance that produces consistency.

The exact analysis of both the bias and variance of \(\hat{g}_k(A, \lambda)\) requires too much space for this survey, but the following considerations for the bias illuminate the problem. First, assuming that \(B_A \in L_1(R)\) so that \(g_k(\lambda) = \int_{-A}^A B_A(\tau) \exp(-i\lambda \tau) d\tau\), and that \(X\) is jointly measurable with bounded second moments (so we can use Fubini's theorem) we compute

\[
E[\hat{g}_k(A, \lambda)] = \frac{1}{2\pi} \int_{-A}^A k(B_A(v)) E[\hat{B}_k(A, v)] \exp(-i\lambda v) dv
\]

(61)
and so
\[
|E[\hat{g}_k(A, \lambda)] - g_k(\lambda)| \leq \frac{1}{2\pi} \int_{-A}^{A} |k(B_{A}v)E[\hat{B}_k(A, v)] - B_k(v)|dv \\
+ \frac{1}{2\pi} \int_{|v| > A} |B_k(v)|dv.
\] (62)

So the manner of convergence of the bias to zero depends on the difference between \(\hat{B}_k(v)\) and \(k(B_{A}v)E[\hat{B}_k(A, v)]\) and on the tails of \(B_k(v)\). Parzen [76] has developed a method by which rate of convergence can be given in terms of the properties of \(k(\cdot)\) and \(B_k(\cdot)\); it is applied to the PC case in [46].

Turning now to the issue of the variance, if \(X\) is real, Gaussian, and \(\int_{-\infty}^{\infty} \left[ \int_0^T B^2(t, \tau)dt \right]^{1/2} dt < \infty\), which can be interpreted as a sort of mixing condition (see [81]), then there exists a positive constant \(M\) for which
\[
AB_A \text{cov}\left[\tilde{g}_j(A, \lambda_1), \tilde{g}_k(A, \lambda_2)\right] \leq M
\] (63)
or, in other words, \(\text{cov}\left[\tilde{g}_j(A, \lambda_1), \tilde{g}_k(A, \lambda_2)\right]\) is \(O(\text{var}(\hat{B}_A A^{-1}))\) and hence q.m. consistency follows [46, 50].

In a work mainly concerned with ergodicity, Honda [43] gives a condition for the a.s. convergence of the smoothed shifted periodogram to the smoothed density \(g_k\); but the consistency question is not completely answered because smoothing is taken as a fixed function with respect to \(A\).

An alternative approach to the problem for real Gaussian PC processes has been given by Alekseev [1] who first forms the estimator
\[
\hat{B}^{(N)}(t, \tau) = \frac{1}{2N + 1} \sum_{n=-N}^{N} X(t + nT + \tau)X(t + nT)
\] (64)
and then
\[
\hat{B}_k^{(N)}(\tau) = \frac{1}{T} \int_0^T \hat{B}^{(N)}(t, \tau) \exp(-i2\pi kt/T)dt.
\] (65)

Then the \(k\)th periodogram
\[
I_k^{(N)}(\lambda) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{B}_k^{(N)}(\tau) \exp(-i\lambda\tau)d\tau
\] (66)
is smoothed by a kernel to produce an estimator \(g_k^{(N)}(\lambda)\) for the density \(g_k(\lambda)\). We shall not pursue the apparent correspondence between the formulations here, but will summarize Alekseev's main result. Suppose the densities \(g_k\) satisfy \(\sup_{\lambda} |g_k(\lambda)| \leq M_k\) with \(\sum_k M_k < \infty\), and that \(\text{Re}[g_k(\lambda)]\) and \(\text{Im}[g_k(\lambda)]\) have bounded derivatives of all relevant orders, then
\[
E|g_k^{(N)}(\lambda) - g_k(\lambda)|^2 = O(N^{-2\gamma/(2\gamma + 1)}).
\] (67)

5.2 Estimation of \(B_k(\cdot)\) for PC Case

In the case of PC processes, estimators for \(B_k(\cdot)\) are given by
\[
\hat{B}_k(A, \tau) = \frac{1}{A} \int_{I(A, \tau)} X(t + \tau)X(t) \exp(-i2\pi kt/T)dt
\] (54)
where the interval \(I(A, \tau) = [0, A - \tau]\) for \(\tau \geq 0\) and \([-\tau, A]\) for \(\tau < 0\). The need for two such intervals disappears by defining \(B(t, \tau) = R(t + \tau/2, t - \tau/2)\), then \(I(A, \tau) = [\tau/2, A - |\tau|/2]\) [28, 46]. But this presents an obvious problem in the discrete-time case (consider odd values of \(\tau\)).
where \( r \) is a parameter of the smoothing window, and the window scaling factor \( h(N) \) must be chosen proportional to \( N^{-1/2(N+1)} \) as \( N \to \infty \).

Gardner [29] introduces a method that time-averages a sliding biperiodogram and unifies this method along with (60) and other methods in terms of the single representation

\[
\omega^2(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k^2(u, v) X(t - u) X(t - v) du dv \exp(-i2\pi\alpha t) \tag{68}
\]

where the kernel \( k^2(u, v) \) can be chosen to produce estimators of the time-dependent analogs of the quantities we have been discussing above. For example, by appropriate choice of \( k^2(u, v) \) one can obtain \( \omega^2(t) = \sum_{\alpha=0}^{\infty} (t, \alpha) \), which is the time-average version of the estimator for the cyclic spectral density (at cycle frequency \( \alpha \)) at frequency \( \lambda \) at "local" time \( t \). The time resolution of the average is \( \Delta t \) and the frequency resolution is \( \Delta \lambda \). General yet explicit formulas for the bias and variance of all estimators in this family are obtained by using lserlis's condition; although these results are obtained for time-average definitions of bias and variance (rather than expected-value definitions), the results agree with those obtainable using expected values [29, 31]. The connection between our notation and that of [29] can be facilitated by identifying the quantity \( A \) (time duration of the estimator) in (63) with \( \Delta t \) and \( B_0 \) (the frequency resolution of the estimator) with \( \Delta \lambda \). Gardner also discusses the problem of "cycle leakage" that occurs with finite time estimators and is thus often not treated in the discussions of consistency.

### 5.4 Estimation of \( B_\alpha(\tau) \) for the APC Case

The basic form of the estimator considered here is a natural extension of that for the PC case:

\[
\hat{B}_\alpha(A, \tau) = \frac{1}{A} \int_{I(A, \tau)} X(t + \tau) X(t) \exp(-i\alpha t) dt,
\tag{69}
\]

where \( I(A, \tau) \) is the same as that given in (54).

As in the PC case we first consider bias \( \hat{B}_\alpha(A, \tau) \). Since APC processes have bounded second moments and are continuous in q.m.:

\[
E[\hat{B}_\alpha(A, \tau)] = \frac{1}{A} \int_{I(A, \tau)} B(t, \tau) \exp(-i\alpha t) dt.
\tag{70}
\]

To be specific, if we take \( \tau \geq 0 \) so that \( I(A, \tau) = [0, A - \tau] \), then

\[
E[\hat{B}_\alpha(A, \tau)] = \frac{1}{A} \int_0^{A-\tau} B(t, \tau) \exp(-i\alpha t) dt
\tag{71}
\]

For any fixed \( \tau \), the term in brackets converges to 1 as \( A \to \infty \); and since \( B(t, \tau) \) is almost periodic in \( t \) for each \( \tau \), the second term converges to the Fourier coefficient \( B_\alpha(\tau) \); hence \( \hat{B}_\alpha(A, \tau) \) is asymptotically unbiased.

Although the PC case we were able to show generally that the bias was \( O(A^{-1}) \), we cannot do so here since the basic results on almost periodic functions do not provide rates of convergence of such integrals to their limits. But rates can be determined for specific subclasses of almost periodic functions. For example, Cambanis et al. [9] show that if the frequencies \( \{ \alpha_k \} \) of an almost periodic function satisfy \( \sum_k 1/\alpha_k^2 < \infty \), then the convergence is \( O(A^{-1}) \); note this condition prevents the occurrence of cluster points in the sequence \( \{ \alpha_k \} \). If this condition applies to \( \alpha \) (excluding \( \alpha = 0 \)) then the bias will be \( O(A^{-1}) \) for every \( \tau \).

Again, sufficient conditions for \( \lim_{A \to \infty} \text{var}(\hat{B}_\alpha(A, \tau)) = 0 \) can be given in terms of the process \( Z(t) = X(t + \tau) X(t) - B(t, \tau) \); any of these conditions, along with the preceding remarks on the asymptotic bias, yields consistency. If \( X \) is AMCS with bounded absolute fourth moments, then conditions (Ia) and (Ib) of Section 5.2 are sufficient. But the rest require modification to

\[\text{IIIc. if } Z(t) \text{ is APC and } \int_{-\infty}^{\infty} \lim_{A \to \infty} A^{-1} \int_0^A |R_Z(t, u)| dt du < \infty; \]

\[\text{IId. if } X \text{ is APC, real, satisfies Iserlis's condition and } \int_{-\infty}^{\infty} \lim_{A \to \infty} A^{-1} \int_0^A B^2(t, \tau) dt < \infty; \]

\[\text{IIIe. if } X \text{ is APC, real, satisfies Iserlis's condition and } \lim_{\mu \to \infty} B(u, t) = 0 \text{ uniformly in } t. \]

By restricting consideration to Gaussian processes having bounded fourth moments, Genossar, Lev-Ari, and Kailath [35] retrace the earlier work of Boeing and Gardner [7] on discrete-time AMCS processes with the following collection of equivalent statements (paraphrased to our notation):

\[\text{IVA. } \hat{B}_\alpha(A, \tau) \text{ is consistent for all } \alpha \text{ and } \tau; \]

\[\text{IVB. } \hat{B}_\alpha(A, 0) \text{ is consistent;} \]

\[\text{IVC. } (1/A^2) \sum_{s=1}^A \sum_{t=1}^A R^2(t, s) \to 0 \text{ as } A \to \infty; \]

\[\text{IVD. } (1/A) \sum_{s=1}^A R^2(A, s) \to 0 \text{ as } A \to \infty. \]

\[\text{IVE. if the process is harmonizable, (all PC sequences are) } \hat{B}_\alpha(A, \tau) \text{ is consistent for all } \alpha \text{ and } \tau \text{ if and only if the spectral correlation measure } M_Z \text{ has no discrete components and this occurs if and only if } m_0 \text{ has no discrete component.} \]

The summability conditions on the correlations can be seen to be a form of mixing, as they control the correlation between separated events. It is shown in [7] that either weak mixing or uniformly strong mixing guarantees the cycloergodicity.

\[\text{5The class of asymptotically mean cyclostationary processes introduced in [7] contain the PC and APC processes.} \]
property which then ensures the consistency of the estimator (69) for AMCS discrete-time processes. The following results use the idea of $\phi$-mixing. A continuous-time process $X$ is called $\phi$-mixing ([5], p. 166) if for every $t$,

$$
\sup_{\mathcal{F}_{X(t), \mathcal{F}(0)}} \{P(A|B) - P(A)\} \leq \phi(s)
$$

(72)

where $\mathcal{F}_{X}(a, b)$ denotes the sub-$\sigma$-algebra of events generated by $\{X(t), a \leq t \leq b\}$. It follows (see [5], p. 170) that the correlation is controlled by $\phi$ in the sense

$$
\left[ E[\{X(t)|X(t+s)\}^2] \right] \leq C \phi(s) E[\{X(t)\}^2] E[\{X(t+s)\}^2]
$$

(73)

where $C = 2$. If the APC process $X$ is $\phi$-mixing with $\phi^{1/2}(\cdot) \in L_1(\mathbb{R})$ and $B_0(\tau)$ is continuous at $\tau = 0$, then there exist constants $C_1$ and $C_2$ for which

$$
\text{Var}[\hat{B}_a(A, \tau)] \leq (C_1|\tau| + C_2)/A,
$$

(74)

for every $\alpha$ and $\tau$. This is clearly sufficient for q.m. consistency ([53], see the discussion of (57)). In [54] it is shown that adding only the hypothesis that $X$ has uniformly bounded fourth moments gives almost sure consistency of $\hat{B}_a(A, \tau)$ for every $\alpha$ and $\tau$. Further, if $X$ is UAPC and

$$
\phi^{1/2}(t) = O(t^{-\beta_0+\delta})
$$

for $\delta > 0$, and if $\alpha$ is not a cluster point of $\alpha_0$, then strong consistency in $L_1(\mathbb{R})$ is obtained; that is,

$$
\int_{-\infty}^{t} |\hat{B}_a(A, \tau) - E[\hat{B}_a(A, \tau)]| d\tau \to 0
$$

almost surely as $A \to \infty$. And finally, if the function $V(t, t_1, t_2, t_3)$ is almost periodic in $t$ uniformly (see [11], p. 55) with respect to $t_i, i = 1, 2, 3$, then the estimator is asymptotically normal.

The following results show that if $\text{Var}[\hat{B}_a(A, \tau)] \in O(A^{-\gamma})$ for $\gamma > 0$, and assuming some variants of the fourth moment property, then almost sure (and q.m.) consistency is obtained. Generally it is assumed that $X$ is measurable, has finite fourth moments for all $t$, and one of the following is satisfied for some $C$ and $\gamma > 0$:

**Va.** $E[\{X(t + \tau)|X(t)|^2]\] \leq C$ for fixed $\tau$ and all $t$, and

$$
\int_{0}^{A} \int_{0}^{A} \text{Cov}(Z_t(u), Z_t(v)) \exp(-i\alpha(u-v)) dudv = O(A^{2-\gamma});
$$

**Vb.** $|X(t + \tau)|X(t)| \leq C$ for fixed $\tau$ and all $t$ a.s. ($P$), and

$$
\int_{-\infty}^{\infty} A^{-3} \int_{0}^{A} \int_{0}^{A} |\text{Cov}(Z_t(u), Z_t(v))| dudvdA < \infty
$$

for some $\alpha > 0$;

Vc. $X$ satisfies Isserlis's condition (56) and

$$
\int_{0}^{A} \int_{0}^{A} |R(u, v)|^2 dudv = O(A^{2-\gamma});
$$

Vd. $X$ satisfies Isserlis's condition, $|X(t)| \leq C$ for all $t$ a.s. ($P$) and

$$
\int_{a}^{\infty} A^{-3} \int_{0}^{A} \int_{0}^{A} |R(u, v)|^2 dudvdA < \infty
$$

for some $\alpha > 0$.

A variation of the a.s. result that uses mixing appears in [18]. Condition (Vd), while similar to condition (Ivc) for discrete-time AMCS processes discussed above, shows that a.s. consistency is obtained if for $\gamma > 0$,

$$
\frac{1}{A^2} \int_{0}^{A} \int_{0}^{A} |R(u, v)|^2 dudv = O\left(\frac{1}{A^\gamma}\right).
$$

### 5.5 Estimation of $g_\alpha(\lambda)$ for the APC Case

The estimator for the density $g_\alpha(\lambda)$ is formed in the same manner as for the PC case, by tapering $\hat{B}_a(A, \tau)$ or equivalently by smoothing the biperiodogram (59) along the line $D_\alpha$. That is,

$$
g_\alpha(\lambda) = \frac{1}{2\pi} \int_{-\lambda}^{\lambda} k(B_\lambda u) \hat{B}_a(A, v) \exp(-i\lambda v) dv
$$

$$
= \frac{1}{B_\lambda} \int_{-\infty}^{\infty} K\left(\frac{\sigma - \lambda}{B_\lambda}\right) I_\alpha(\sigma, \alpha - \alpha) d\sigma.
$$

(75)

As previously stated, the approach to proving consistency followed for Gaussian PCC processes does not extend in a simple manner to the APC case. The difficulty can be related to possible containing cluster points. However, if the APC process is assumed to be $\phi$-mixing with $\phi^{1/2}(\cdot) \in L_1(\mathbb{R})$, $B_0(\tau)$ is continuous at $\tau = 0$, and $\int_{-\infty}^{\infty} u^{1/2} k(u) du < \infty$, then for every $\alpha_1, \alpha_2, \lambda_1, \lambda_2$

$$
\lim_{A \to \infty} \text{Cov}(\hat{g}_a(A, \lambda_1), \hat{g}_a(A, \lambda_2)) = 0
$$

if $B_\lambda \to 0$ and $AB_\lambda^3 \to \infty$ as $A \to \infty$ [53]. It would appear that such mixing conditions are strong enough to prevent any problem from clustering cycle frequencies.

Analogous results on the estimation of spectral densities, based on mixing conditions have been found for bivariate APC processes [17].

The asymptotic normality of $g_\alpha(A, \lambda)$ has been shown [67] under the following assumptions:
VIIa. \( X \) is \( \phi \)-mixing with \( \phi(t) = O(t^{-2+d}) \) for \( d > 0 \);
VIIb. \( V(t, \tau_1, \tau_2, \tau_3) \) is almost periodic in \( t \) uniformly with respect to \( \tau_i, i = 1, 2, 3 \);
VIIc. \( B(t, \tau) \) is uniformly almost periodic in \( t \) with respect to \( \tau \in \mathbb{R} \);
VId. \( \int_{-\infty}^{\infty} |\mathcal{K}(u)du| < \infty \), where \( \mathcal{K} \) is the Fourier transform of the covariance tapering kernel \( k \) in (53).

The problem of clustering of the cycle frequencies can also be addressed through explicit conditions [20]. First, define

\[
K_1(\tau) = \sum_{\alpha} |B_\alpha(\tau)|, \\
k_2(\tau) = \sum_{\alpha} |B_\alpha(\tau)|^2
\]

and

\[
R_\alpha(\tau) = \sum_{\beta \neq \alpha} |B_\beta(\tau)||\beta - \alpha|^{-1}.
\]

Note \( K_1(\tau) \) is bounded if \( X \) is harmonizable. Suppose \( X \) is a zero-mean real measurable APC process that satisfies Isserlis’s condition (56). If for any specific \( \alpha, B_\alpha(\cdot) \in L_1(\mathbb{R}) \) and

\[
\int_{-\infty}^{\infty} |B_\alpha(\tau)d\tau = o(A^{-\epsilon}),
\]

and either of the conditions (VIIa) and (VIIb) is satisfied, then

\[
\lim_{A \to \infty} A^\epsilon [\tilde{g}_\alpha(A, \lambda) - g_\alpha(\lambda)] = 0 \quad \text{a.s. and in q.m.}
\]

The conditions are:

VIIa. for some \( \epsilon, \gamma, \delta \), and \( 4\epsilon \leq 1 - \gamma - 4\delta \) and there is a \( C > 0 \) such that \( |R_\alpha(\tau)| < C \) for almost all \( \tau \); in addition, \( \int_{-A}^{A} K_1(\tau)d\tau = o(A^\epsilon) \) for some \( \gamma < 1 \) and \( B_\alpha = A^\delta \) for \( 4\delta \leq 1 - \gamma \);

VIIb. for some \( \epsilon, \gamma, \delta \), and \( 4\epsilon \leq 1 - \gamma - 4\delta \) and there is a \( C > 0 \) such that \( |K_1(\tau)| < C \) for almost all \( \tau \); in addition, \( \int_{-A}^{A} K_2(\tau)d\tau = o(A^\epsilon) \) for some \( \gamma < 1/2 \) and \( B_\alpha = A^3 \) for \( 3\delta \leq 1 - 2\gamma \).

A variation of (VIIb) that uses mixing appears in [18].

The general family of estimators (see Gardner [29]) given by (68) can also be applied to the APC case, where the discussion of cycle leakage along with the possibility for \( \alpha \) to have cluster points become particularly relevant.

6 CONCLUSIONS AND NEW DIRECTIONS OF RESEARCH

This survey concentrates on the structural properties of second-order PC and APC processes, and on the estimation of the coefficient functions and their spectral densities. Many related issues, which are treated in other contributions to this volume, are omitted.

Interesting problems related to these processes remain open. To name a few, we begin with the problem of PC and APC random fields. Alekseev [2] has begun the problem of spectral density estimation of two-dimensional Gaussian PC fields. Ramananathan and Zeitouni [78] introduce a connection between wavelets and cyclostationary processes; Cambanis and Houdré [8] take this idea a little farther. The determination of the presence of the PC or APC property in a time-series is another problem of interest; a test based on Goodman's [39] spectral coherence is given in [52]. Results for the second-order case can also be found in the work of Dandawate and Giannakis [13] on testing for the presence of kth-order cyclostationarity. The weak-signal maximum-likelihood approach for parametric detection, and a maximum signal-to-noise ratio approach for nonparametric detection are pursued by Gardner and Spooner in [30, 33, 34]. The estimation of the period of a PC process (see [73]), and of the frequencies \( \alpha \) of an APC process, and the determination of their relative importance is also of current interest. The works of Dragan and Yavorskii [21, 22, 23, 87] also treat these problems. For a discussion of computationally efficient algorithms for estimation of \( B_\alpha(\tau) \) and \( g_\alpha(\lambda) \), see Article 6 in this volume. Additional problems for APC processes include their representation (the existence of a stationary representation as in the PC case) and prediction. Finally, we believe the connection between the probabilistic (Kolmogorov) and nonprobabilistic (Wiener) theories is a problem of great interest and challenge. See Chapter 1 of this volume for further discussion.
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1 INTRODUCTION

The classical communication system design problem has centered around single-user communication in additive noise. Within the last decade, increasing attention has been centered on multiuser communication having qualitatively different features than the single-user problem. While some of these developments have been prompted by specific multiaccess communication technologies (such as time code-division multiaccess in mobile radio), improved system design in the presence of cochannel interference (and not merely additive noise) is increasingly the canonical issue that must be addressed in many future system design and optimization tasks.

For linear communication systems, a common approach to system design is based on the joint minimization (with respect to the transmit-receive filter pair) of the mean-squared error (MSE) between the transmitted symbol and its estimate at the output of the receiver, subject to a power constraint at the transmitter output. Traditionally, receiver optimization (for a fixed transmit filter) has been overwhelmingly emphasized compared to joint transmit-receive optimization even for the single-user problem (as is evident by the extensive literature on the subject, summarized in standard references such as [1]), even though the optimum transmit filter has been known since 1967 [2]. This lack of emphasis on joint transmitter-receiver optimization for single-user communications (represented by a single-input, single-output (SISO) system) perturbed solely by additive noise may be partially explained by the availability of implementationally simpler alternatives such as forward error correction (FEC) to
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improve system reliability. However, for high performance multiuser communications in interference-limited environments, all avenues of system optimization must be explored, particularly since in some situations, FEC coding may not be effective. Increasingly, evidence in recent work [3, 4, 5] appears to support the hypothesis that transmitter optimization (in addition to receiver optimization) contributes significantly to cross-talk suppression in multiuser systems.

The purpose of this paper is two-fold: (i) to present a coherent view of system design approaches that include different but related multiinput, multioutput (MIMO) models representing multiuser scenarios, and (ii) to summarize results that constitute the present state-of-knowledge and underscore the potential for cochannel interference suppression by these methods.

A generic block diagram of a MIMO system is shown in Fig. 1 that transmits a vector of symbols $\mathbf{a}$ every $T$ seconds, which is subsequently detected as $\hat{\mathbf{a}}$ at the receiver output. The dimension of the input stream (corresponding to the number of users) is $N$, while the dimension of the transmitter output is $P$, implying that the transmit matrix is $P \times N$. The channel matrix is assumed to be $P \times P$ in this work; a more general case is treated in [6].

![MIMO system representation](image)

**Figure 1**: MIMO system representation.

### 1.1 MIMO System Optimization: Prelude

The problems of MIMO system optimization may superficially appear to be a straightforward vector generalization of the scalar (SISO) case. Such a view is misleading due to the singular fact that cross-talk from other users (that consists of data-modulated signals such as that from the desired user) is not wide-sense stationary (WSS) but wide-sense cyclostationary (WCS) [7, 8] assuming synchronous transmission whenever the system responses have excess bandwidth, i.e., the spectral support exceeds the first Nyquist zone $[-\frac{1}{2T}, \frac{1}{2T}]$ corresponding to a symbol interval $T$, as is usually true. A key feature of such (interfering) WSCS processes is that they exhibit spectral correlation as characterized by the (nonzero) cycle frequencies of the cyclic correlation function (or spectral correlation density) [7-9]. An optimized system seeks to exploit this spectral redundancy inherent in WSCS signals to achieve cancellation of the unwanted signals. Thus, the performance of the conventional single-user receiver (i.e., a matched-filter followed by a tapped-delay line equalizer and detector) that is optimum for the single source in additive Gaussian noise (AGN), but which treats such cross-talk interference as WSS noise, can be significantly suboptimal compared to an optimized MIMO system.

A consistent understanding and appreciation of the implications of the WSCS nature of data-modulated signals began with the seminal contributions of [10]. Of the many results in [10], a key one (for our purposes) was the solution to the time-domain linear MMSE estimation problem for jointly WSCS processes (akin to the standard Wiener filtering problem for jointly WSS processes). The essential results were summarized in [11] and applied to the single-user receiver design problem. In particular, it was shown that the optimal receiver belongs to the class of linear periodically time-varying systems. Some structural implications of this were elucidated in [8, 12], particularly with a view to adaptive implementations. In more recent work [13, 14, 15], frequency-domain interpretations of the above as embodied in the concept of FREquency-SHift (FRESH) filtering have been developed. Examples presented there underscore the potential for separation of cochannel WSCS interfering signals based on the exploitation of spectral redundancy. In some cases, this can involve exploiting differences in the cycle frequencies of the desired and interfering signals in the design of the receiver. For digitally modulated signals, such differences typically occur due to (i) different symbol (or keying) rates and/or (ii) different carrier frequencies for separate users.

However, in many scenarios, the necessity for standardization may imply that several cochannel users communicate using a common symbol rate and (nominal) carrier frequency. In these situations, exploitation of the differences in the shapes of the spectral correlation densities of the WSCS processes, achieved by appropriate pulse shaping at the transmitter, becomes critical to cochannel interference rejection. This naturally leads to investigations of the joint optimization of the receiver and the (transmit) shaping filter, which has been relatively unexplored since [16]. Some evidence of the importance of the spectral support of the system toward interference suppression was presented in [3, 15], and enhanced by the more recent analysis and results concerning transmit pulse shape optimization in [4, 5, 6, 17]. This, in conjunction with the new results provided taken together, the results reported here and those in [4, 5, 14, 15, 18] offer a comprehensive picture of the state-of-the-art in co- and adjacent-channel interference rejection via the exploitation of WSCS.

As with the SISO case, the joint optimization of MIMO systems can be viewed as a two-step procedure:

1. The receive (matrix) filter is first optimized for a given transmit filter;
2. Substituting for the optimal receiver filter, the MSE is then minimized with respect to the transmit (matrix) filter, subject to an average transmit power constraint to ensure a well-posed problem.

In consonance with SISO optimization, step (1) is analytically simpler and has consequently gained considerable attention, beginning with [19] and developed more comprehensively by [4, 18, 20].

It is useful to highlight here some aspects of the MIMO system optimization problem. In a generic multipoint to multipoint communication scenario, all the input data streams constitute "desired" signals and need to be detected simultaneously. Such a goal could be embodied in the simultaneous minimization of the total (i.e., over all $N$ users) MSEs,

$$\min_{\mathbf{R}} \xi = E(\|\mathbf{a} - \hat{\mathbf{a}}\|^2).$$

(1)
However, the design of any one receiver (nominally the $i$th) may be based on minimization of the MSE only for its desired input to the exclusion of the others,

$$
\min_{\xi_i} \mathbb{E} \left\{ a_i^{(i)} - \hat{a}_i^{(i)} \right\}^2.
$$

(2)

It deserves to be emphasized (as was indeed noted by [4]) that the optimum receiver for these two different problems is identical, due to the fact that the first problem of global minimization over all the users’ data decouples into independent subproblems at each of the receiver locations and can be viewed as interference rejection problems. In contrast, no such decoupling is feasible for transmitter optimization, since the MSE $\xi_i$ for the $i$th user is a function of all the transmit filters. Consequently, transmitter optimization (once the receiver has already been optimized for a given transmitter) is a problem of greater analytical complexity, with fewer results to date.

Finally, physically different multiuser scenarios impose structural restrictions on MIMO system models used for optimization. In this work, we describe two such models that lead to somewhat different analytical results. These distinctions are based on assumptions about the nature of cooperation between the different users. In applications such as the high-speed Digital Subscriber Lines (DSL), coordinated two-way transmission has been proposed [21] implying a cross-coupled transmit matrix. A system with a fully cross-coupled receiver is shown in Fig. 2 for the two-user case. In contrast, in a mobile communications scenario, different users do not coordinate with each other and this is represented by an uncoupled diagonal transmit matrix. Assuming an uncoupled receiver leads to a fully uncoordinated system, which is shown in Fig. 5(a) for the two-user case.

The rest of the paper concentrates on the optimization problem for these two situations and is organized as follows. Sec. 2 deals with results for a fully coordinated MIMO system beginning with the Nyquist bandlimited case in Sec. 2.1. These results can then be applied to the situation of interest—systems with excess bandwidth, where the cross-talk is indeed cyclostationary—as is shown in Sec. 2.2. The optimization problem for uncoordinated systems is investigated in Sec. 3. Following the major developments in Sec. 3.2 assuming cyclostationary interference, Sec. 3.3 revisits the problem but with a stationary cross-talk assumption, to provide a baseline for appreciation of the additional suppression of synchronous cross-talk that is achievable. The paper concludes with representative computational examples in Sec. 4 to compare system performance as a function of system structure (i.e., uncoordinated vs. coordinated) and critical system parameters such as bandwidth (measured in number of Nyquist zones available at the symbol rate) vis-à-vis number of users.

2 MIMO SYSTEM OPTIMIZATION: COORDINATED USERS

To provide a perspective to our developments for the MIMO optimization problem, it is necessary to revisit the pioneering results of Berger and Tufts [2] for the SISO case (i.e., additive noise only). Their key observation regarding the optimum transmit filter can be summarized as follows:

Consider all frequencies in the set $\mathcal{I} = \{ f : f_0 + \frac{k}{T}, k \in \mathbb{Z} \}$ where $T$ is the symbol period, and $f_0 \in [\frac{1}{2T}, \frac{1}{T}]$. The optimal transmitter has support at $f \in \mathcal{I}$ only if (i) a minimum-allowable spectral signal-to-noise ratio (SNR) at the channel output is preserved; and (ii) within this subset of $\mathcal{I}$, it allocates power only at the unique $k$ for which this SNR is maximum (in case of nonuniqueness, any $k$ that maximizes the SNR can be chosen).

As a direct corollary, this implies that, in general, the optimal transmitter is not bandlimited to the first Nyquist zone and its support is nonzero only on a set (termed a Nyquist set in [2]) of measure (at most) $\frac{1}{2}$ [22]. Note that the support set, in general, is not connected, and exceeds the basic Nyquist interval $\mathcal{I}_0$.

The first attempt to extend the above to multiuser or MIMO systems appeared in [20]. However, the results obtained were restricted to the case where the system is bandlimited to the first Nyquist zone ($-\frac{1}{2T}, \frac{1}{2T}$). Its significance is thereby limited in view of [2]. Nevertheless, a notable contribution of [20] was that the optimization problem for a set of mutually cross-coupled channels was shown to be reducible to that of an equivalent decoupled system consisting of parallel subchannels. As will be apparent, the developments presented here revolve around two key decompositions (of the transmit and receive filters, respectively) that allow a similar transformation of the original coupled problem into an equivalent decoupled one.

A basic coordinated MIMO two-user system is shown in Fig. 2 for $P = 2$ (merely for convenience); the analytical results are valid however for all $P, N$ [6]. The derivation presented focuses on the $P \geq N$ case, since this will be subsequently used (in Sec. 2.2) to derive optimum systems with excess bandwidth.

![Figure 2: Coordinated MIMO system ($N = P = 2$).](image)

2.1 Formulation: Nyquist Bandlimited System

The system optimization problem based on minimizing the MSE can be written as

$$
\min_{\xi} \mathbb{E} \left\{ e \right\} = \mathbb{E} \left\{ \| \hat{a} - a \|^2 \right\},
$$

(3)

where $e = \hat{a} - a$ is the error sequence corresponding to the transmitted and the received (vector) symbols. The above can be rewritten in the frequency domain as

$$
\min_{S(f), R(f)} \mathbb{E} \left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} \left[ (I - \frac{1}{T} \text{RCS}) \Sigma_m (I - \frac{1}{T} \text{RCS})^\dagger + \frac{1}{T} \Sigma R \right] df \right\}
$$

(4)

where $\text{RCS}$ is the receiver side signal-to-noise ratio.
subject to the transmit power constraint

\[
\frac{1}{T} \int_{-T/2}^{T/2} \text{tr}(S(f)\Sigma_n(f)S^\dagger(f))df = N P_0,
\]

where \( \Sigma_n(f) \) and \( \Sigma_n(f) \) are the power spectral density matrices of the (vector) input data and noise processes, respectively; \( R(f), C(f), S(f) \) represent the receiver, channel, and transmitter's frequency responses, and \( ^\dagger \) denotes conjugate transposition. Note that in this section the support of all (frequency domain) quantities is assumed restricted to \( \mathbb{D}_n \).

In the interests of analytical tractability, it is useful to transform the above problem into an equivalent one defined in terms of the new variables \( F(f) \) and \( E(f) \),

\[
S(f) = V(f)F(f)U(f) ^\dagger,
\]

\[
R(f) = U(f)E(f)V(f)C(f) ^\dagger \Sigma_n^{-1}(f)C(f),
\]

where \( U(f) \) and \( V(f) \) are unitary matrices that diagonalize the input data covariance matrix \( \Sigma_n(f) \) and the Hermitian matrix \( C(f) \Sigma_n^{-1}(f)C(f) \), respectively, i.e.,

\[
U(f) \Sigma_n(f) U(f)^\dagger = K_n(f),
\]

\[
V(f)C(f) \Sigma_n^{-1}(f)C(f) V(f)^\dagger = \Lambda_n^{-1}(f).
\]

It is apparent that \( K_n \) and \( \Lambda_n^{-1} \) are diagonal matrices that contain the eigenvalues of \( \Sigma_n(f) \) and \( C(f) \Sigma_n^{-1}(f)C(f) \), respectively, and that such a decomposition always exists. In addition, we assume without loss of generality that the elements of \( K_n \) and \( \Lambda_n \) are ordered as follows

\[
\kappa_1(f) \geq \kappa_2(f) \geq \cdots \geq \kappa_p(f) > 0
\]

\[
0 < \lambda_1(f) \leq \lambda_2(f) \leq \cdots \leq \lambda_p(f).
\]

The motivation for this ordering will be made apparent subsequently. The case of singular (zero) eigenvalues can be accommodated with little difficulty as shown in [6].

The resulting decomposition is shown in Fig. 3. Some additional insight into this decomposition is obtained if one observes that the receiver front end \( V(f)C(f) \Sigma_n^{-1}(f)C(f) \) is simply the whitening (matrix) filter matched to the channel \( C \) in additive Gaussian noise with covariance \( \Sigma_n \), which is known to be a canonical lossless (i.e., information preserving) front end [18].

The MSE can now be rewritten in terms of the new variables as

\[
\xi = trT \int_{-T/2}^{T/2} \{ [I - E \Lambda_n^{-1}F]K_n[I - E \Lambda_n^{-1}F]^\dagger + E \Lambda_n^{-1}E^\dagger \} df
\]

\[
= trT \int_{-T/2}^{T/2} \{ [I - D(f)F(f)]K_n(f)[I - D(f)F(f)]^\dagger + D(f)\Lambda_n(f)D^\dagger(f) \} df
\]

(12)

Figure 3: Transmitter and receiver decomposition.

where

\[
D(f) = E(f)\Lambda_n^{-1}(f).
\]

The transformed transmit power constraint is now given by

\[
\frac{1}{T} \int_{-T/2}^{T/2} \text{tr}(F(f)K_n(f)F^\dagger(f))df = N P_0.
\]

Comparing (12) and (14) with (4) and (5), it is clear that the original problem has been converted to that of finding the optimal transmit-receive pair for mutually uncorrelated input data and noise sequences with uncorrelated components in the presence of an ideal channel.

The method of Lagrange multipliers can now be invoked to solve the constrained optimization problem given by (12) and (14). Using standard techniques from variational calculus and setting the first variation with respect to \( D \) and \( F \) to zero, yields the following necessary conditions:

\[
D(f) = K_n(f)F^\dagger(f)[F(f)K_n(f)F^\dagger(f) + \Lambda_n(f)]^{-1}
\]

\[
D^\dagger(f)D(f)F(f) + \gamma F(f) = D^\dagger(f)
\]

where the constant \( \gamma \) is chosen to satisfy the power constraint (14).

Lemma 2.1.1 \( F(f)K_n(f)F^\dagger(f) \) is diagonal.

Proof: From (16), we have upon postmultiplying by \( K_n(f)F^\dagger(f) \)

\[
D^\dagger(f)D(f)F(f)K_n(f)F^\dagger(f) + \gamma F(f)K_n(f)F^\dagger(f) = D^\dagger(f)K_n(f)F^\dagger(f),
\]

while (15) straightforwardly gives

\[
D(f)F(f)K_n(f)F^\dagger(f) = K_n(f)F^\dagger(f) - D(f)\Lambda_n(f).
\]

Premultiplying (18) by \( D^\dagger(f) \) and subtracting from (17) leads to

\[
\gamma F(f)K_n(f)F^\dagger(f) = D^\dagger(f)D(f)\Lambda_n(f).
\]

Then, since the left-hand side of (19) is clearly Hermitian, it implies that \( D^\dagger(f)D(f)\Lambda_n(f) \) (which is the product of a Hermitian matrix and a nondegenerate
diagonal matrix) is itself Hermitian. It is easily seen that the latter statement is true if and only if \( D(f)D(f)^T \) (and hence \( F(f)K_a(f)F^T(f) \)) is also diagonal.

**Lemma 2.1.2** \( F(f)K_a^2(f)F^T(f) \) is diagonal.

*Proof:* From (15) and (16), we have

\[
[F(f)K_a(f)F^T(f) + \Lambda_n(f)][D(f)D(f) + \gamma I]F(f)K_a(f)F^T(f) = F(f)K_a^2(f)F^T(f). \tag{20}
\]

The diagonalicity of \( F(f)K_a^2(f)F^T(f) \) follows from the fact that the left-hand side of (20) is the product of three diagonal matrices.

**Proposition 2.1.1** The optimal \( F(f) \) \((P \times N)\) is diagonal; i.e., only \( F_{ii}(f) \) are nonzero.

This central result is established in three steps. In Parts 1 and 2, it is shown that the optimum \( F(f) \) has at most one nonzero element in each row and column respectively. Part 3 then demonstrates that the optimal \( F(f) \) within this class is diagonal. In the sequel, the frequency variable \( f \) is omitted, wherever possible, without sacrificing clarity.

**Part 1:** To show there is at most one nonzero element in each row, note that the MSE of (12) can be rewritten using (15) as

\[
F(f)K_a(f)\left[I-F^T(f)[F(f)K_a(f)F^T(f) + \Lambda_n(f)]^{-1}F(f)K_a(f)\right]df.
\]

Thus minimization of \( \xi \) is equivalent to

\[
\max \quad \text{tr} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} F(f)K_a^2(f)F^T(f)[F(f)K_a(f)F^T(f) + \Lambda_n(f)]^{-1}df. \tag{22}
\]

Using Lemma 2.1.1 and Lemma 2.1.2, the integrand of (22) simplifies to

\[
\sum_i \frac{|F(f)K_a(f)F^T(f)|_{ii}}{|F(f)K_a(f)F^T(f) + \Lambda_n(f)|_{ii}}. \tag{23}
\]

Note that the \( i \)th diagonal element of both \( F(f)K_a(f)F^T(f) \) and \( F(f)K_a^2(f)F^T(f) \) depend only on the \( i \)th row of \( F(f) \),

\[
[FK_aF^T]_{ii} = \sum_j |F_{ij}|^2 \kappa_j \quad \text{and} \quad [FK_a^2F^T]_{ii} = \sum_j |F_{ij}|^2 \kappa_j^2. \tag{24}
\]

Assume now that the \( i \)th row of \( F(f) \) has more than one nonzero element. Consider the matrix \( \tilde{F}(f) \) obtained from \( F(f) \) in the following manner:

For the index set \( U(j) = \{ j : F_{ij} \neq 0 \} \) for each \( i \), find \( l = \arg \max_{j \in U(j)} |\tilde{F}_{ij}|^2 \) such that

\[
\sum_j |F_{ij}|^2 \kappa_j = |\tilde{F}_{il}|^2 \kappa_l \quad \text{and} \quad \tilde{F}_{ij} = 0, \quad j \neq l. \tag{25}
\]

Note that this operation preserves the diagonality of \( F(f)K_a(f)F^T(f) \) and \( F(f)K_a^2(f)F^T(f) \), implying that (23) is still valid for minimization of the mean-squared error, with \( \tilde{F}(f) \) substituted for \( F(f) \). Further, note that \( \tilde{F}(f) \) also satisfies the power constraint (14) due to (25), and that \( \tilde{F}(f) \) contains only one nonzero element in each row.

\[
\sum_j |\tilde{F}_{ij}|^2 \kappa_j^2 \leq \kappa_i \sum_j |F_{ij}|^2 \kappa_j = |\tilde{F}_{il}|^2 \kappa_l^2, \tag{26}
\]

where the last equality follows using (25). It is evident by using (26) in (22) that (23) is optimized for \( F(f) = \tilde{F}(f) \). The above establishes that the optimal \( F(f) \) can have at most one nonzero element in each row for nondegenerate \( K_a(f) \).

**Remark 2.1.1:** If \( K_a(f) \) is degenerate, e.g., \( K_a(f) = \sigma^2 I \) (as in [20]), it follows from the above that the optimal \( F(f) \) is unique only up to a unitary transformation. However, since a unitary transformation leaves the MSE unchanged while satisfying the power constraint, the minimum MSE is always achievable by an \( F(f) \) with at most one nonzero element in each row.

**Part 2:** We now proceed to show that there can be at most one nonzero element in each column of \( F(f) \) as well. Note that \( F(f)K_a(f)F^T(f) \) can be written as the outer-product decomposition

\[
F(f)K_a(f)F^T(f) = \sum_k \kappa_k f_k f_k^T, \tag{27}
\]

where \( f_k(f) \) is the \( k \)th column vector of \( F(f) \). Now each off-diagonal element of (27) can have contribution from at most one of the terms in the summation, because of the just-proven fact that there is at most one nonzero element in each row of \( F(f) \). Assuming that \( K_a(f) \) is nonsingular with probability 1, it follows that in order for the right-hand side of (27) to be diagonal, there can be at most one nonzero element in each \( f_k \) or, equivalently, there is at most one nonzero element in each column of \( F(f) \). Thus the important property that the optimal \( \tilde{F}(f) \) contains at most one nonzero element in each row and column of \( F(f) \) is established.

**Part 3:** Based on the results in Parts 1 and 2, the optimal \( F(f) \) can be represented as

\[
F(f) = P(f)\tilde{F}(f), \tag{28}
\]

where \( \tilde{F}(f) \) is a \( P \times N \) matrix with nonzero elements on the main diagonal, and \( P(f) \) is a \( P \times P \) permutation matrix. We are now left with the problem of showing
that $P(f) = I$ corresponds to the desired result, and this will be achieved by a constructive demonstration of the fact that any other $P(f)$ is not optimal.

From (15), it is clear that $\tilde{D}(f)$ can have nonzero elements only at those locations where $F(f)$ has a nonzero element since $\tilde{D}(f)$ is equal to $F(f)$ pre- and postmultiplied by diagonal matrices. Hence we can conclude that $\tilde{D}(f)$ also has at most one nonzero element per row and column, allowing the representation

$$\tilde{D}(f) = \tilde{D}(f)P(f)$$

(29)

where, $\tilde{D}(f)$ is an $N \times P$ matrix with nonzero elements along the main “diagonal.”

Using the property of permutation matrices that

$$P^T(f)P(f) = P(f)P^T(f) = I,$$

(30)

the MSE in (12) can be reexpressed as

$$\xi = trT \int_{-\frac{1}{T}}^{\frac{1}{T}} \left\{ (I - \tilde{D}(f)F(f))[I - \tilde{D}(f)F(f)]^T + \tilde{D}(f)\tilde{A}(f)\tilde{D}(f)^T \right\} df$$

(31)

where

$$\tilde{A}(f) = P^T(f)\tilde{A}(f)P(f)$$

(32)

is a diagonal matrix of the additive noise variances with its elements permuted vis-à-vis $\Lambda_n(f)$. The transformed power constraint (14) now becomes

$$\frac{1}{T} \int_{-\frac{1}{T}}^{\frac{1}{T}} \left\{ \tilde{F}(f)K_n(f)\tilde{F}(f)^T \right\} df$$

(33)

$$= \frac{1}{T} \int_{-\frac{1}{T}}^{\frac{1}{T}} \sum_{i} |\tilde{F}(f)_{ii}^2| \kappa_i(f) df = N P_0$$

and a necessary condition commensurate with (15) now holds for the permuted receiver matrix $\tilde{D}(f)$, i.e.,

$$\tilde{D}(f) = K_n(f)\tilde{F}(f)^T[I - \tilde{D}(f)\tilde{F}(f)]^{-1}$$

(34)

Using (34), the MSE of (31) can be expressed as

$$\xi = T \int_{-\frac{1}{T}}^{\frac{1}{T}} \frac{\kappa_i(f)}{|\tilde{F}(f)_{ii}|^2} + 1 df$$

(35)

where $\tilde{F}(f)_{ii}$ and $\tilde{\lambda}_i$ denote the $i$th elements on the diagonals of $\tilde{F}$ and $\tilde{\Lambda}_n$, respectively. Since (35) is monotonic nondecreasing in $(\lambda_i)^{\frac{1}{2}}$'s, it is clear that the permutation $P$ is one that selects the smallest $N$ diagonal elements of $\Lambda_n[\lambda_1, \ldots, \lambda_N]$. Thus, the minimal MSE does not depend on the remaining $P - N$ largest $\lambda_i$'s, and we need only examine the ordering of the first $N$ diagonal elements of $\Lambda_n(f)$.
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Note from (11) that the ordering of the elements in $\Lambda_n(f)$ satisfies, for any $j < k$,

$$\lambda_j(f) \leq \lambda_k(f), \quad \forall f.$$  

(36)

Thus any $\tilde{\Lambda}_n(f)$ that is not identical to $\Lambda_n(f)$ in the ordering of the first $N$ diagonal elements, contains at least one pair of indices $j < k \leq N$ such that for some $f_0$,

$$\tilde{\lambda}_j(f_0) \geq \tilde{\lambda}_k(f_0).$$

(37)

Consider $\tilde{\Lambda}_n(f)$ that is identical to $\Lambda_n(f)$ except for swapping the $j$th and $k$th diagonal elements at $f_0$, i.e.,

$$\tilde{\lambda}_j(f_0) = \tilde{\lambda}_k(f_0) \quad \text{and} \quad \tilde{\lambda}_k(f_0) = \tilde{\lambda}_j(f_0).$$

(38)

The difference between the integrand of (35) for these two permutations is easily shown to be

$$\xi(f) - \tilde{\xi}(f) = \begin{cases} \left( \frac{\kappa_j\tilde{\lambda}_j}{|\tilde{F}_{jj}|^2 + \tilde{\lambda}_j} + \frac{\kappa_k\tilde{\lambda}_k}{|\tilde{F}_{kk}|^2 + \tilde{\lambda}_k} \right) & f = f_0 \\ - \left( \frac{\kappa_j\tilde{\lambda}_j}{|\tilde{F}_{jj}|^2 + \tilde{\lambda}_j} + \frac{\kappa_k\tilde{\lambda}_k}{|\tilde{F}_{kk}|^2 + \tilde{\lambda}_k} \right) & \text{otherwise.} \end{cases}$$

(39)

It is shown in [6] that the right-hand side above is nonnegative while satisfying

$$|\tilde{F}_{jj}|^2 + |\tilde{F}_{kk}|^2 = |\tilde{F}_{jj}|^2 + |\tilde{F}_{kk}|^2.$$  

(40)

This implies that $\tilde{\Lambda}_n(f)$ is at least as good as $\Lambda_n(f)$ while preserving the same transmit power due to (40). This process can be repeated until no such $j, k$ pairs exist, thereby proving that the ordering of the elements of $\Lambda_n(f)$ is optimal and, by implication, the diagonality of $F(f)$. With the diagonality of the optimal $F(f)$ established, the final expression for the minimal MSE becomes

$$\xi = T \int_{-\frac{1}{T}}^{\frac{1}{T}} \sum_{i=1}^{N} \frac{\kappa_i(f)}{|\tilde{F}_{ii}(f)|^2 + 1} df.$$  

(41)

The final step in the proof is the specification of the elements $F_{ii}(f)$'s. This is achieved by observing that (41) is convex in $|F_{ii}(f)|^2$, implying that the optimal $|F_{ii}(f)|^2$ that minimize (35) subject to the convex set (33) is obtained as the solution to a well-known allocation problem [23] popularly illustrated by a “water-pouring” argument [24]. The solution is

$$|F_{ii}(f)|^2 = \max \left( 0, \sqrt{\frac{\lambda_i(f)}{\mu \kappa_i(f)}} - \frac{\lambda_i(f)}{\kappa_i(f)} \right), \quad i = 1, 2, \ldots, N,$$

(42)

where $\mu$ is chosen so as to satisfy the power constraint (14).
From (31) and the diagonality of \( F(f) \), it is evident that the original system has been converted into the one shown in Fig. 4 consisting of \( N \) parallel independent subsystems, each communicating over an ideal (unity gain, zero-phase) channel.
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**Figure 4: Optimal transmitter and receiver filter structure.**

Once the optimal \( F(f) \) is determined by the preceding procedure, one can obtain \( D(f) \) from (15). Finally, the optimal coupled transmitter and receiver filter \( S(f) \) and \( R(f) \) for the original coupled MIMO system can be determined from (6), (7), and (13).

**Remark 2.1.2:** It is interesting to note that \( \kappa_i/\lambda_i \) is an effective SNR for the \( i \)th subchannel of the decomposed MIMO system. The optimal ordering given by (10) and (11) simply attempts to utilize the \( N \) channels with the best SNR, in accordance with intuition.

**Remark 2.1.3:** Note that (42) specifies only the magnitude of the optimal \( F_{ii} \), implying that the transmit phase can be freely chosen without affecting the optimality as long as the phase of the receive filter is adjusted accordingly, i.e., as long as (34) is satisfied. This parallels the result in [2] for the SISO optimization problem.

### 2.2 Application to Excess Bandwidth Systems

We reconsider the original MIMO system shown in Fig. 1, but now allow the system to have excess bandwidth. This case is of considerable interest due to the capability for superior cross-talk rejection by systems with excess bandwidth, as demonstrated in [3, 4, 5, 15]. It will be shown that the optimization problem can be converted to that of an equivalent MIMO system bandlimited to the basic Nyquist interval \((-\frac{1}{2T}, \frac{1}{2T})\) with matrix transmit and receive filters of augmented dimensions. Hence, the results of the previous section can be directly applied to obtain a solution to this important problem.

We assume that the transmit filter \( S(f) \), receive filter \( R(f) \), channel response \( C(f) \), and the noise power spectral density (psd) \( \Sigma_n(f) \) are all bandlimited to \( M \) Nyquist zones. Let \( \Omega_i(f) \) denote the bandlimited filter restricted to the first Nyquist zone whose response is the same as that of \( \Omega(f) \) in the Nyquist zone, i.e.,

\[
\Omega_i(f) = \begin{cases} 
\Omega(f - \frac{i - 1}{T}) & -\frac{1}{2T} \leq f \leq \frac{1}{2T} \\
0 & \text{elsewhere}
\end{cases}
\]

(43)

Utilizing this representation, the folded spectrum \( \Phi(f) \) of the cascade of the transmit-channel-receive filters can be expressed as

\[
\Phi(f) = \frac{1}{T} \sum_{i=1}^{M} R_i(f) C_i(f) S_i(f)
\]

(44)

and, similarly, the noise psd at the sampler output in the receiver is given by

\[
\Psi(f) = \frac{1}{T} \sum_{i=1}^{M} S_i(f) R_i(f) R_i^T(f)
\]

(45)

where the quantities with subscript \( i \) are Nyquist bandlimited filters defined as in (43), and we have introduced the concatenated matrices

\[
\tilde{R}(f) = \begin{pmatrix} R_1(f) & R_2(f) & \ldots & R_M(f) \end{pmatrix},
\]

(46)

\[
\tilde{S}(f) = \begin{pmatrix} S_1^T(f) & S_2^T(f) & \ldots & S_M^T(f) \end{pmatrix}^T,
\]

(47)

\[
\tilde{\Sigma}_n(f) = \text{diag} (\Sigma_{n1}(f), \Sigma_{n2}(f), \ldots, \Sigma_{nM}(f)),
\]

(48)

\[
\tilde{C}(f) = \text{diag} (C_1(f), C_2(f), \ldots, C_M(f)).
\]

(49)

Assuming the usual uncorrelatedness of the input data and noise, the transmitter-receiver joint optimization problem can be reformulated as

\[
\min \xi = \text{tr} \int_{-\frac{1}{2T}}^{\frac{1}{2T}} \left[ (I - \Phi(f)) \tilde{\Sigma}_n(f) [I - \Phi(f)]^T + \Psi(f) \right] df
\]

\[
= \text{tr} \int_{-\frac{1}{2T}}^{\frac{1}{2T}} \left[ (I - \frac{1}{T} \tilde{R} \tilde{C} \tilde{S}) \tilde{\Sigma}_n [I - \frac{1}{T} \tilde{R} \tilde{C} \tilde{S}]^T + \frac{1}{T} \tilde{R} \tilde{\Sigma}_n \tilde{R}^T \right] df
\]
subject to the power constraint at the transmitter output

\[
tr \left\{ \frac{1}{T} \int_{-\frac{f_0}{2}}^{\frac{f_0}{2}} S(f) \Sigma a(f) S^\dagger(f) \right\} df = N P_0.
\]

(50)

The problem is now converted to one of transmitter/receiver optimization of a strictly Nyquist bandlimited system in terms of the matrix variables \( \Sigma(f) (MN \times N) \) and \( R(f) (N \times MN) \). The results of Section 2.1 can now be applied to obtain a solution, by identifying \( P = MN \). The optimal transmitter structure in the equivalent decoupled system thus allows the following intuitive interpretation: for each of the \( N \) decoupled channels, choose only the optimum (in the sense of the SNR defined earlier in Sec. 2.1) frequencies in the set \( \{ f : f_0 + \frac{k}{T}, k = 0, 1, \ldots, M - 1 \} \) to allocate transmit power, in a manner analogous to [2] for the scalar case.

3 MIMO SYSTEM OPTIMIZATION: UNCOORDINATED USERS

In Section 2, the design of the transmit matrix \( S(f) \) and receive matrix \( R(f) \) was based on the premise that the transmitter has access to data from all users. Similarly, it was assumed that the receiver acts on all the channels, outputs to simultaneously detect all the users' data. In many practical situations, such as in mobile radio, the users operate independently implying that transmitter coordination is infeasible. Analogously, in some situations, the receiver may have access to the output of only one channel (more generally, a subset of the channel outputs) to decode the corresponding data. It follows that structural constraints such as the lack of full coordination at either the transmitter or receiver leads to different MSE performance. For a simple qualitative illustration of one instance of this, consider the situation of two users using two uncoupled channels to transmit data, where the passband of one channel is superior (in its gain and/or phase response) to the other. In this case, transmit coordination would assure that the better channel is shared by both the users for a given system bandwidth. This superior allocation of system resources (and hence improved system performance) would not be possible when the users are uncoordinated.

A fully uncoordinated system in which both the transmit and receive matrices are uncoupled is shown in Fig. 5(a) for a \( 2 \times 2 \) system for simplicity in contrast to the fully coordinated situation. Here, we exclusively concentrate on a special subproblem of the above that is characterized by the following constraints:

- All users implement identical transmit pulse shaping filters.
- Each user sees the same direct and cross-talk channel responses, i.e., the matrix of channel responses is circulant.

This is a natural generalization of the two-user version of the same problem investigated by [5]. It now follows readily from the previous structural assumptions that the global MSE problem (i.e., over all users) leads to identical decoupled MMSE subproblems for each user, i.e., we need only to consider the single-user in the interference problem shown in Fig. 5(b). Clearly, identical, uncoupled receive filters are employed by each user.

While the above formulation is clearly not the most general, it may be justified due to the resulting simplicity in system implementation. Also, this model may be tenable for a cluster of subscriber loop cables arrayed with circular symmetry. We summarize the following key result, concerning the optimal transmitter for this problem, which is striking due to its fundamental distinction from that obtained for the optimal transmitter for the case of coordinated users presented in Section 2:

- The optimal transmitter has nonzero support on at most \( L \leq 2N - 1 \) points in the set \( \{ f : f_0 + \frac{k}{T} \} \).
This is in distinct contrast to the result for the coordinated case (Sec. 2) where the optimal transmitter had nonzero support on at most one point in the set \( \{ f : 0 + \frac{\pi}{T} \} \).

3.1 Problem Formulation

The schematic in Fig. 5(b) represents the (identical) individual optimization problem for each user. It is assumed that the inputs \( \{ a_i(t) \}, \ i = 1, \ldots, N \) are mutually independent, WSS processes consisting of independent zero-mean, symbols with variance \( \sigma_i^2. \) Since the optimization problems are structurally identical for all users, we nominally refer to user 1 as the desired source. Thus, the direct channel has an impulse response denoted by \( c^{(1)}(t) \), and the cross-talk impulse responses are described by \( c^{(i)}(t), \ i = 2, \ldots, N. \) For simplicity in the subsequent analysis, the first superscript will be omitted and the channel responses identified simply by \( c^{i}(t), \ i = 1, \ldots, N. \)

The optimization entails minimization of the MSE for the 1st user

\[
\min_{s(t), r(t)} \xi_1 = E \left\{ |a_1(t) - \hat{a}_1(t)|^2 \right\},
\]

(51)

where \( s(t) \) and \( r(t) \) are the responses of the identical transmit and receive filters used by each user. Rewriting this in the frequency domain, using Parseval's relation and the definition of the 4th Nyquist translate in (43), results in the following expression for MSE:

\[
\xi_1 = \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \left| \sum_{k=1}^{M} S_k C_k^{(i)} R_k - T \right|^2 df
\]

\[
+ \frac{\sigma^2}{T} \sum_{i=2}^{N} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \sum_{k=1}^{M} S_k C_k^{(i)} R_k \left| df + \sigma^2 \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \sum_{k=1}^{M} |R_k|^2 df \right|
\]

subject to the usual power constraint

\[
\frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \sum_{k=1}^{M} |S_k|^2 df = P_0.
\]

(52)

(53)

Note that, because of the structural assumptions concerning the problem, \( P_0 \) is effectively an individual power constraint at each of the transmit filter outputs in distinction to \( N \) \( P_0 \) in (50), which represents the total power at the output of the transmit matrix.

Introducing a Lagrange multiplier \( \lambda \), the preceding problem can be transformed to the following unconstrained optimization problem

\[
\xi_1 = \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \left| \sum_{k=1}^{M} S_k C_k^{(i)} R_k - T \right|^2 df + \frac{\sigma^2}{T} \sum_{i=2}^{N} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \left| \sum_{k=1}^{M} S_k C_k^{(i)} R_k \right|^2 df
\]

\[
+ \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \sum_{k=1}^{M} |R_k|^2 df + \lambda \left[ \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \sum_{k=1}^{M} |S_k|^2 df - P_0 \right].
\]

(54)

Remark 3.1.1: Note from (54) that the MSE depends on \( R_k \) and \( S_k \) only through their product and, hence, the sum of their phases. Consequently, the phase can be arbitrarily distributed between the transmit and receive filter pair \( S_k \) and \( R_k \), while maintaining a constant sum.

3.2 Analysis

We now consider the joint optimization of the transmit and receiver filters. We note that (54) can also be compactly written in two complementary forms:

\[
\xi_1 = \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| A_1 r - T b \|^2 df
\]

\[
+ \frac{\sigma^2}{T} \sum_{i=2}^{N} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| r \|^2 df + \lambda \left[ \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| s \|^2 df - P_0 \right]
\]

(55)

\[
= \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| A_2 s - T b \|^2 df
\]

\[
+ \frac{\sigma^2}{T} \sum_{i=2}^{N} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| r \|^2 df + \lambda \left[ \frac{\sigma^2}{T} \int_{-\frac{\pi}{T}}^{\frac{\pi}{T}} \| s \|^2 df - P_0 \right].
\]

(56)

where \( \| . \| \) is the \( L_2 \) norm of the corresponding vector; the vectors and matrices written in boldface are understood to be functions of \( f \) and are defined as follows:

\[
A 
\begin{bmatrix}
C_1^{(1)} & C_2^{(1)} & \cdots & C_M^{(1)} \\
C_1^{(2)} & C_2^{(2)} & \cdots & C_M^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
C_1^{(N)} & C_2^{(N)} & \cdots & C_M^{(N)} 
\end{bmatrix} 
\in C^{N \times M}
\]

(57)

\[
A_1 = A S_d \in C^{N \times M}; \quad A_2 = A R_d \in C^{N \times M}
\]

(58)

\[
S_d = \text{diag} [S_1, \ldots, S_M] \in C^{M \times M}; \quad R_d = \text{diag} [R_1, \ldots, R_M] \in C^{M \times M}
\]

(59)

\[
s = [S_1, \ldots, S_M]^T \in C^{M \times 1}; \quad r = [R_1, \ldots, R_M]^T \in C^{M \times 1}
\]

(60)

\[
b = [1, 0, \ldots, 0]^T \in R^{N \times 1}
\]

(61)

For a fixed transmitter \( s(t) \), the optimal receiver can be found by optimizing (55) at each frequency. In a dual manner, (56) can be used to obtain the optimal transmitter for a fixed receiver \( r(t) \). Using standard variational techniques, these yield the two necessary conditions for the jointly optimal transmit-receive pair:

\[
r_o = T \left[ A_1^* A_1 + \eta^{-1} I \right]^{-1} A_1^* b
\]

(62)

\[
s_o = T \left[ A_2^* A_2 + \beta^{-1} I \right]^{-1} A_2^* b
\]

(63)
where we have introduced (for notational simplicity) \( \eta = \frac{\sigma_a^2}{\sigma_a^2 T} \), \( \beta = 1/\lambda \). Note that (62) and (63) actually represent two coupled conditions due to the implicit dependence of \( A_1 \) and \( A_2 \) on \( s \) and \( r \), respectively.

**Proposition 3.2.1**  \([S(f)]^2 = \frac{\lambda \sigma_a^2}{\lambda \sigma_a^2 T} |R(f)|^2 \) \( \forall f \).

**Proof:** This follows in a direct manner upon observing the following relation in (54):

\[
\xi_1(\lambda S_k, R_k) = \xi_1 \left( |R_k| \sqrt{\frac{T \sigma_a^2}{\lambda \sigma_a^2 T}}, |S_k| \sqrt{\frac{\lambda \sigma_a^2}{T \sigma_a^2}} \right).   \tag{64}
\]

Equating the respective arguments of \( \xi_1(\ldots) \) on both sides of (64) directly leads to the desired result.

**Remark 3.2.1:** A direct corollary of the above is that \( S(f) = 0 \) if and only if \( R(f) = 0 \).

The optimum \( N \)-user receiver structure is well known [18] to consist of a bank of \( N \) filters matched to the respective overall channels [19], followed by \( T \)-spaced tapped delay lines, the outputs of which are summed together to produce an estimate of the desired symbol; i.e.,

\[
R(f) = S^*(f) C^{(1)*}(f) Y_1(f) + S^*(f) C^{(2)*}(f) Y_2(f) + \cdots + S^*(f) C^{(N)*}(f) Y_N(f)
\]

where * denotes the complex conjugate and \( Y_1(f), \ldots, Y_N(f) \) are periodic filters with period \( 1/\lambda \). It follows that

\[
|R(f)|^2 = \left| S(f) \right|^2 \left| C^{(1)}(f) Y_1(f) + C^{(2)}(f) Y_2(f) + \cdots + C^{(N)}(f) Y_N(f) \right|^2.
\]

Using Proposition 3.2.1, this becomes

\[
\frac{\lambda \sigma_a^2}{\lambda \sigma_a^2 T} = |C^{(1)}(f) Y_1(f) + C^{(2)}(f) Y_2(f)

+ \cdots + C^{(N)}(f) Y_N(f)|^2, \text{ if } S(f) \neq 0.
\]

It is easily shown [17] that \( Y_1(f) \) is real, but \( \{Y_2(f), \ldots, Y_N(f)\} \) are, in general, complex. Evaluating (67) at \( \left\{ j_0 + \frac{1}{2} \right\} \), and denoting \( Y_1(j_0) = Y_{10} \), we obtain

\[
\frac{\lambda \sigma_a^2}{\lambda \sigma_a^2 T} = |C^{(1)} Y_{10} + C^{(2)} Y_{20} + \cdots + C^{(N)} Y_{N0}|^2, \text{ for which } S_k \neq 0. \tag{68}
\]

**Proposition 3.2.2**  Let the number of indices \( k \) for which \( S_k \) is nonzero be \( L \). Then (68) represents a system of \( L \) equations in \( 2N - 1 \) variables \( \{s_k \} \) corresponding to the real \( Y_{10} \) and two each for the complex \( Y_{20}, \ldots, Y_{N0} \). This implies that for a solution to exist generically, the number of nonzero elements \( S_k \) satisfies \( L \leq 2N - 1 \).

**Remark 3.2.2:** Note that for \( L > 2N - 1 \), a solution could still exist for some special cases, but over the ensemble of all possible channels, this event is of measure zero. For \( N = 2 \) which corresponds to the case of one interferer, this reduces to the result obtained in [5] that \( L \leq 3 \). Further, if the direct and cross-talk responses are assumed to be real (i.e., \( Y_{10}, \ldots, Y_{N0} \) are all real), (68) reduces to a system of \( L \) equations in \( N \) variables. By similar arguments as above, we obtain \( L \leq N \), which, for \( N = 2 \), corroborates the claim in [5] that \( L \leq 2 \).

**Proposition 3.2.3**

\[
\lambda = \frac{\sigma_a^2}{P_0} \int_{-\frac{T}{2}}^{\frac{1}{2}} \|R_k\|^2 df > 0.
\]

**Proof:** This follows by integrating both sides of the expression in Proposition 3.2.1 and using the power constraint.

**Proposition 3.2.4**

\[
\sum_{k=1}^{M} S_k C_k^{(1)} R_k \text{ is real and nonnegative.}
\]

**Proof:** From (63), we get

\[
\left[ A_1^2 A_2 + \beta^{-1} \right] x_0 = T A_1^2 b \tag{69}
\]

\[
\Rightarrow R_k^2 A_1 A_2 x_0 + \beta^{-1} x_0 = T R_k^2 A_1^2 b. \tag{70}
\]

On multiplying both sides of (70) by \( s_k^1 \), we obtain

\[
\Rightarrow s_k^1 R_k^2 A_1 A_2 s_k + \beta^{-1} s_k^1 s_k = T s_k^1 R_k^2 A_1^2 b. \tag{71}
\]

Since the left-hand side of (71) is nonnegative and real, it follows that the right-hand side \( s_k^1 R_k^2 A_1^2 b = \sum_{k=1}^{M} s_k^1 C_k^{(1)} R_k \) is also real and nonnegative.

Using Proposition 3.2.4, (71) can be rewritten as

\[
\|A R_k s_k\|^2 + \beta^{-1} \|s_k\|^2 = T \sum_{k=1}^{M} S_k C_k^{(1)} R_k \tag{72}
\]

\[
= \left( \sum_{k=1}^{M} S_k C_k^{(1)} R_k \right)^2 + \beta^{-1} \sum_{k=1}^{M} |S_k|^2 \tag{73}
\]

On substituting (73) in (54) and simplifying, we arrive at the expression for the MSE as

\[
\xi_1 = \sigma_a^2 \left[ 1 - \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{k=1}^{M} S_k C_k^{(1)} R_k df \right]. \tag{74}
\]
At each frequency \( f \), let the set of indices \( j \), for which \( S_j \) is nonzero, be denoted \( \mathcal{J}(f) = \{k_1, k_2, \ldots, k_l\} \), i.e.,

\[
R_i = \left\{ \begin{array}{ll}
\frac{\sqrt{\eta}}{\beta} S_i \exp(j\phi_i), & \text{for some } \phi_i, \text{ for } i \in \mathcal{J} \\
0, & i \notin \mathcal{J}
\end{array} \right.
\]  

(75)

We form the matrix \( B \) by deleting those columns of \( A \) whose indices are not in \( \mathcal{J} \). Let \( S_{dp} \) and \( R_{dp} \) be defined as

\[
S_{dp} = \text{diag}[S_{k_1}, \ldots, S_{k_l}] \in \mathbb{C}^{L \times L}; \quad R_{dp} = \text{diag}[R_{k_1}, \ldots, R_{k_l}] \in \mathbb{C}^{L \times L}.
\]  

(76)

\[
s_p = [S_{k_1}, \ldots, S_{k_l}]^T \in \mathbb{C}^{L \times 1}; \quad r_p = [R_{k_1}, \ldots, R_{k_l}]^T \in \mathbb{C}^{L \times 1}
\]

(77)

\[
B_1 = B S_{dp} \in \mathbb{C}^{N \times L}; \quad B_2 = B R_{dp} \in \mathbb{C}^{N \times L}.
\]  

(78)

Using these definitions, (70) can be rewritten as

\[
\Rightarrow R_{dp}^t B^1 B R_{dp} s_p \beta^{-1} s_p = TB_{dp}^t B^1 b.
\]  

(79)

Note that \( R_{dp} \) has an inverse because it is formed by taking the nonzero elements of \( R_d \). Multiplying (79) on the left by \( R_{dp}^{-1} \), we obtain,

\[
B^1 B R_{dp} s_p \beta^{-1} R_{dp}^{-1} s_p = TB^1 b.
\]  

(80)

We consider the special case \( L = 1 \), which corresponds to the transmit filter having nonzero support at a solitary point in the Nyquist set \( \{f : f_0 + \frac{f}{2}\} \). The MSE expression (74) simplifies to

\[
\xi_1 = a_2^2 \left[ 1 - \frac{1}{\beta} \int \frac{1}{\beta} |S_i|^2 C_i^{(1)} R_i \, df \right]
\]  

(81)

\[
= a_2^2 \left[ 1 - \frac{1}{\sqrt{\beta \eta}} \int \frac{1}{\sqrt{\beta \eta}} |S_i|^2 |C_i^{(1)}| \, df \right]
\]  

(82)

by using (75) and Proposition 3.2.4. To obtain the optimum \( l \) (which is a function of frequency), we first solve (80) for \( |S|^2 \) to obtain

\[
|S|^2 = \frac{\beta}{\eta} \frac{\sqrt{\beta^2 |C_i^{(1)}|^2 - \beta^{-1}}}{|C_i^{(1)}|^2 + \sum_{l=2}^N |C_l^{(0)}|^2}.
\]  

(83)

Substituting this in (82), we deduce that the MSE is minimized if \( l \) is chosen according to

\[
l = \arg \max_k \frac{\beta}{\eta} \sqrt{\frac{\beta^2 |C_k^{(1)}|^2 - \beta^{-1}}{|C_k^{(1)}|^2 + \sum_{l=2}^N |C_l^{(0)}|^2}}.
\]  

(84)

Note that if (84) yields \( l = 1 \) \( \forall f \), it implies that the optimum transmit filter is strictly bandlimited to the first Nyquist zone \( \left(-\frac{1}{2T}\right, \frac{1}{2T}) \). The more general case \( L \geq 2 \) does not appear to be analytically tractable, and numerical techniques must be resorted to. Toward this end, we write

\[
S_i = |S_i| \exp(j\theta_i) \Rightarrow R_i = \sqrt{\frac{\eta}{\beta}} |S_i| \exp(j(\theta_i + \phi_i)).
\]  

(85)

Substituting (85) in (80), gives us

\[
\sqrt{\frac{\eta}{\beta}} B^1 B \left[ \begin{array}{c}
|S_i|^2 \exp(j(\phi_i + 2\theta_i)) \\
\vdots \\
\end{array} \right] + \frac{1}{\sqrt{\beta \eta}} \left[ \begin{array}{c}
\exp(j(\phi_i + 2\theta_i)) \\
\vdots
\end{array} \right] = TB_{dp}^t B^1 b.
\]  

(86)

Let \( z_i = |S_i|^2 \exp(j(\phi_i + 2\theta_i)) \) and define \( Z = [z_1, \ldots, z_L]^T \), \( |Z|_{dp} = \text{diag}[|z_1|, \ldots, |z_L|] \) as the diagonal matrix containing \( |z_i| \) as the elements. Then, (86) can be rewritten as

\[
\sqrt{\frac{\eta}{\beta}} B^1 B \left[ \begin{array}{c}
z_1 \\
\vdots \\
\end{array} \right] + \frac{1}{\sqrt{\beta \eta}} \left[ \begin{array}{c}
z_1 \\
\vdots
\end{array} \right] = TB^1 b
\]  

(87)

\[
\Rightarrow \sqrt{\frac{\eta}{\beta}} B^1 B Z + \frac{1}{\sqrt{\beta \eta}} |Z|_{dp}^{-1} Z = TB^1 b.
\]  

(88)

Clearly, (88) is a set of coupled nonlinear equations in \( |z_i|, i = 1, \ldots, M \). An iterative approach that is guaranteed to produce a local optimum proceeds by introducing the squared error \( e \) between the left- and right-hand sides of (88) and updating the current estimate \( Z_n \) via a gradient descent algorithm.

**Proposition 3.2.5** A necessary and sufficient condition for uniqueness of the solution to (88) for the case \( M \leq N \) (number of Nyquist zones less than or equal to total number of users) is that the matrix \( B \) have full column rank for each \( f \).

**Proof**: We first note that the assumption that the channel vectors, formed by the elements of all the frequency translates, are linearly independent implies that the matrix \( B \) is of full column rank. This in turn implies that \( B^1 B \) is nonsingular and hence is positive definite. The proof follows by contradiction. Let us assume that (88) has two distinct solutions \( Z_1 \neq Z_2 \). It then follows using (88) that

\[
\sqrt{\frac{\eta}{\beta}} B^1 B Z_1 + \frac{1}{\sqrt{\beta \eta}} Z_{d_1}^{-1} Z_1 = \sqrt{\frac{\eta}{\beta}} B^1 B Z_2 + \frac{1}{\sqrt{\beta \eta}} Z_{d_2}^{-1} Z_2
\]  

(89)

\[
\Rightarrow B^1 B (Z_1 - Z_2) = \frac{1}{\eta} [Z_{d_2}^{-1} Z_2 - Z_{d_1}^{-1} Z_1].
\]  

(90)
Since \( B^T B \) is positive definite, we have
\[
(Z_1 - Z_2)^T B^T B (Z_1 - Z_2) > 0, \quad Z_1 \neq Z_2. \tag{91}
\]
Left-multiplying (90) by \((Z_1 - Z_2)^T\) and using (91), we obtain
\[
(Z_1 - Z_2)^T (Z_{d1}^{-1} Z_2 - Z_{d1}^{-1} Z_1) > 0. \tag{92}
\]
This can be expanded to obtain
\[
Z_1^T Z_{d1}^{-1} Z_2 + Z_2^T Z_{d1}^{-1} Z_1 > Z_1^T Z_{d1}^{-1} Z_1 + Z_2^T Z_{d1}^{-1} Z_2. \tag{93}
\]
Writing this component-wise gives us
\[
\frac{Z_{11}^* Z_{21}}{|Z_{21}|} + \frac{Z_{21}^* Z_{11}}{|Z_{11}|} > |Z_{11}| + |Z_{21}|. \tag{94}
\]
From (94), we have
\[
\text{LHS} \leq \left| \frac{Z_{11}^* Z_{21}}{|Z_{21}|} + \frac{Z_{21}^* Z_{11}}{|Z_{11}|} \right| \leq \frac{|Z_{11}^* Z_{21}|}{|Z_{21}|} + \frac{|Z_{21}^* Z_{11}|}{|Z_{11}|} \tag{95}
\]
Combining (94) and (95), we obtain
\[
|Z_{11}| + |Z_{21}| \geq \frac{Z_{11}^* Z_{21}}{|Z_{21}|} + \frac{Z_{21}^* Z_{11}}{|Z_{11}|} > |Z_{11}| + |Z_{21}|, \tag{96}
\]
implying a contradiction. Hence, \( Z_1 = Z_2. \)

**Remark 3.2.3:** A sufficient condition for Proposition 3.2.5 to hold is that the matrix \( A \) be of full column rank, which obviously implies that \( B \) is also of full column rank.

**Remark 3.2.4:** Proposition 3.2.5 together with Remark 3.2.2 implies that the optimal solution for the transmitter is unique for channels with real frequency responses.

### 3.3 Interference Modeled as Stationary Noise

In [3], MMSE calculations based on a “stationarized” interference model were included to provide a baseline for comparison of the results for the cyclostationary case. As is well known, in the case of a large number of interferers with random initial phases, the net interference can be well approximated as WSS [8]. Consequently, the primary purpose of this section is to provide an analytical foundation to the optimization problem when the interference is assumed to be WSS, and compare the results obtained thereby to the case when the interference is (more accurately) modelled as wide-sense cyclostationary (WSCS).

Assuming WSS interference, the MSE expression (51) now becomes
\[
\xi_1 = \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left| \sum_{k=1}^{M} S_k C_k^{(1)} R_k - T \right|^2 df + \sigma_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left| S_k \right|^2 df + \alpha_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left| R_k \right|^2 df. \tag{97}
\]
We introduce
\[
|I(f)|^2 = \sum_{l=2}^{N} |C^{(l)}(f)|^2 \tag{98}
\]
in (97) to obtain
\[
\xi_1 = \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left| \sum_{k=1}^{M} S_k C_k^{(1)} R_k - T \right|^2 df + \sigma_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sum_{l=2}^{N} |S_k| \sum_{k=1}^{M} |R_k|^2 df + \alpha_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sum_{k=1}^{M} |R_k|^2 df. \tag{99}
\]
As in Sec. 3.2, we define the matrices
\[
\hat{\Lambda} = \begin{bmatrix} \bar{C}^{(1)} & \bar{C}^{(2)} & \cdots & \bar{C}^{(N)} \\ \bar{I}_2 & 0 & 0 & \cdots & 0 \\ 0 & \bar{I}_3 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & \bar{I}_M \end{bmatrix} \tag{100}
\]
\[
\tilde{\Lambda}_1^{M \times M} = \Lambda S_d \tag{101}
\]
\[
\tilde{\Lambda}_2^{M \times M} = \Lambda R_d. \tag{102}
\]
The MSE (99) can now be written as
\[
\xi_1 = \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|\hat{\Lambda}_1 r - T b\|^2 df + \sigma_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|r\|^2 df + \lambda \left[ \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|s\|^2 df - P_0 \right] \tag{103}
\]
\[
\xi_1 = \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|\hat{\Lambda}_2 s - T b\|^2 df + \sigma_n^2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|r\|^2 df + \lambda \left[ \frac{\alpha_1^2}{T} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \|s\|^2 df - P_0 \right]. \tag{104}
\]
Roy, Yang, and Kumar

Setting the first variation of (104) to zero yields the necessary conditions for the optimal transmitter and receiver filters:

\[ r_o = T \left[ \hat{A}_1 \hat{A}_1 + \eta^{-1} \right]^{-1} \hat{A}_1 b \]  
\[ s_o = T \left[ \hat{A}_2 \hat{A}_2 + \beta^{-1} \right]^{-1} \hat{A}_2 b. \]  

(105)  

(106)

Following arguments identical to those in Sec. 3.2 leads to a similar relation between \( S(f) \) and \( R(f) \) (see Proposition 3.2.1):

\[ \Rightarrow |S(f)|^2 = \frac{\sigma_o^2 T}{\lambda \sigma_o^2} |R(f)|^2. \]  

(107)

Using (107) in (106) leads (repeating the derivation in Sec. 3) to the final form of the equation for the optimal transmit filter

\[ \sqrt{\frac{T}{\beta}} \hat{B}^T \hat{B} Z + \frac{1}{\sqrt{\beta \eta}} |Z| Z = T \hat{B}^T b \]  

(108)

where \( \hat{B} \) is obtained from \( \hat{A} \) by deleting those columns of \( \hat{A} \) that correspond to the elements in the Nyquist set \( \{ f : f_0 + \frac{k}{T}, k \neq 0 \} \) where the transmitter has no support. Now, the spectra of the total WSS cross-talk and noise is given by

\[ N(f) = \sigma_n^2 + \frac{\sigma_o^2}{T} |S(f)|^2 \sum_{i=2}^{N} |C^{(i)}(f)|^2. \]  

(109)

The optimal MMSE receiver in the presence of additive WSS interference is well known to be given by

\[ R(f) = X^*(f) C^{(1)}(f) Y(f) \]  

(110)

\[ \Rightarrow |R(f)|^2 = \frac{|S(f)|^2 |C^{(1)}(f)|^2}{|N(f)|^2} |Y(f)|^2 \]  

(111)

\[ \Rightarrow |Y(f)|^2 = \frac{\lambda \sigma_o^2}{\sigma_n^2 T} |N(f)|^2, \]  

(112)

where \( Y(f) \) is a periodic filter (corresponding to the tapped delay line), and (107) was used to obtain (112) from (111). Using the periodicity

\[ Y(f) = Y(f + \frac{k}{T}), \quad k = 1, \ldots, M - 1 \]  

(113)

in (112) yields

\[ \frac{N(f)}{C^{(1)}(f)} = \frac{N(f + \frac{k}{T})}{C^{(1)}(f + \frac{k}{T})}, \quad k = 1, \ldots, M - 1. \]  

(114)

Substituting (109) into (114) results in the following set of equations

\[
\begin{bmatrix}
    a_1 & -1 & 0 & 0 & \cdots \\
    a_2 & 0 & -1 & 0 & \cdots \\
    \vdots & \vdots & \ddots & \vdots & \ddots \\
    a_{L-1} & 0 & 0 & \cdots & -1
\end{bmatrix}
\begin{bmatrix}
    |S_{h1}|^2 \\
    |S_{h2}|^2 \\
    \vdots \\
    |S_{h(L-1)}|^2
\end{bmatrix} = \begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_{M-1}
\end{bmatrix}
\]  

(115)

where \( i_1, \ldots, i_L \) correspond to the indices of the Nyquist translates for which \( S(f) \) is nonzero. Note that in obtaining (115), only (106) and the structure of the receiver (110) was used. Hence, it follows that (115) and (108) represent two independent sets of constraints that the transmit filter must satisfy. This implies a total of \( 2L - 1 \) equations \( (L - 1 \text{ from (115}) \) and \( L \) from (108), respectively) in \( L \) variables. For a solution to exist generically, it follows that \( 2L - 1 \leq L \Leftrightarrow L \leq 1 \). Neglecting the case \( L = 0 \) (which yields a trivial solution), only \( L = 1 \) remains as a bona-fide candidate. For this situation, we can obtain an explicit closed form expression for the transmit filter:

\[ |S_i|^2 = \frac{\beta}{\eta} \frac{T |C^{(1)}_k|^2 - \beta^{-1}}{|C^{(1)}_k|^2 + \sum_{i=2}^{N} |C^{(i)}_k|^2} \]  

(116)

where \( \beta \) is chosen such that

\[ l = \arg \max_k \frac{\beta}{\eta} |C^{(1)}_k| \frac{T |C^{(1)}_k|^2 - \beta^{-1}}{|C^{(1)}_k|^2 + \sum_{i=2}^{N} |C^{(i)}_k|^2}. \]  

(117)

Note that these are identical to (83) and (84), which were obtained for the \( L = 1 \) case but when the interference was modelled as WSCS. Clearly, the optimum transmit filter under the assumption of WSS interference is identical to the optimum transmit filter in the presence of WSCS interference only when the latter is restricted to one generalized Nyquist zone, i.e., when the support for the transmit filter is (at most) of measure \( \frac{1}{T} \), and is such that it is nonzero on at most one of \( \{ f : f_0 + \frac{k}{T} \} \) [2]. This is in accordance with the fact that digitally modulated signals are WSS when the pulse-shaping filter responses have support restricted to one generalized Nyquist zone. Finally, this result demonstrates analytically that greatly improved cross-talk rejection is achievable when the spectral correlation properties of WSCS signals are exploited, as described in [14], [15]. The computations in Sec. 4 quantify the improvement in the MSE as a function of \( L \) (number of points in the Nyquist set \( \{ f : f_0 + \frac{k}{T} \} \) where the transmit filter has nonzero support) and \( M \) (total number of Nyquist zones in the given system bandwidth). Note that for a fixed system bandwidth, varying \( M \) is equivalent to changing the symbol duration \( T \).
4 NUMERICAL EXAMPLES AND DISCUSSIONS

Some representative numerical results are presented to highlight the MSE performance of jointly optimized MIMO systems for both coordinated and uncoordinated cases. The selection of the examples was motivated primarily by the need to investigate comparative system performance for coordinated and uncoordinated transmission as a qualitative function of the shape and gain of the channels. All examples assume i.i.d. input data with additive white noise. The noise power is chosen to be 45 dB below the transmit power ($P_0/\sigma^2 = 45$ dB), so that system performance is essentially cross-talk limited. Only two-user examples are included; a more exhaustive catalog of numerical results for $N > 2$ users is given in [6, 17].

**Example 1:** A $2 \times 2$ symmetric MIMO channel that spans two Nyquist zones is assumed. Fig. 6(a) shows the direct and cross-channel frequency response, where $C_{ij}$ represents the channel responses from the $j$th input to the $i$th output. The direct paths ($C_{11} = C_{22}$) exhibit low-pass characteristics and the cross channels ($C_{12} = C_{21}$) a high-pass response, representing typical HDSL loop characteristics [4, 5]. The optimized coordinated transmitter matrix response is shown in Fig. 6(b) where, similar to above, $S_{ij}$ is the transmit filter response from the $j$th input data source to the $i$th channel input. The uncoordinated transmitter response is shown in Fig. 7(a) for $L = 1$ and in Fig. 7(b) for $L = 2$.

The average MSE per user for the coordinated case was computed as was the MSE for identical channel responses when the receiver only is optimized to serve as a baseline for comparison. The latter assumed commonly employed uncoupled transmit filters that have raised-cosine responses with 100% excess bandwidth (note that this is clearly nonoptimal for this case). These results and those for the uncoordinated case (for $L = 1, 2$, respectively) are shown in Table 1. A gain of 7.1 dB in MSE performance is noted for the jointly optimized coordinated system vis-à-vis one that employs only the optimal receiver. Similarly, the gain for the coordinated system over the uncoordinated system is about 5.5 dB. Note that $L = 1$, which corresponds implicitly to system design based on WSS interference, is inferior by nearly 18.5 dB compared to $L = 2$ when the system is not coordinated. The best uncoordinated system ($L = 2$) achieves marginally better MSE performance (by 1.6 dB) than the coordinated system with only an optimized receiver and uncoupled raised-cosine transmit filters.

<table>
<thead>
<tr>
<th>Table 1: MSE for Example 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coordinated</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>MSE (dB)</td>
</tr>
</tbody>
</table>

**Example 2:** Figure 8(a) shows another set of channel responses that differ from those used in Example 1, in that both direct and cross paths now have similar low-pass characteristics. The optimal transmit filter is shown in Fig. 8(b) for the coordinated case and in Figs. 9(a) and (b) for uncoordinated cases $L = 1$ and $L = 2$, respectively. The MSE for the several designs discussed above are shown below in Table 2.
The gain of the fully coordinated design vis-à-vis the optimized-receiver-only system is now 5.9 dB (which is 1.2 dB less than in Example 1) whereas the advantage over an optimized noncoordinated system is 6.6 dB. This qualitatively highlights a fundamental aspect of system performance—that a system with a fixed (or unoptimized) transmit filter will suffer poor performance depending on the relative shape of the direct and cross-talk channels. In contrast, a coordinated system with
and 2, the optimal transmitter exhibits the following symmetry
\[ S_{11}(f) = S_{21}(f), \quad S_{12}(f) = S_{22}(f) \] (118)
that follows directly from the symmetry of the channel response matrix. Finally, we observe that in both examples, the WSS assumption results in severely degraded performance (by 24 dB and 31 dB compared to the jointly optimized and coordinated systems, respectively).

5 CONCLUSIONS

The joint transmit/receive optimization problem for multiuser communication is investigated for fully coordinated and uncoordinated scenarios. The optimum transmitters are derived and system performance is obtained by simple numerical procedures. The performance improvements achievable vis-à-vis system design based on a stationary interference model when the system is uncoordinated is also quantified analytically. The numerical examples further substantiate the consensus that each additional interferer may be effectively suppressed by the addition of a Nyquist zone [3, 15].
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Abstract

The clock waveform of a PAM signal may be recovered by feeding a nonlinear function (e.g., the square) of that signal to a narrowband filter. The deterministic relationship between pairs of spectral components of the PAM signal whose frequencies differ by or sum to a multiple of the clock frequency has opposite effects on the in-phase and the quadrature components of the output of such a narrowband filter centered on a harmonic $m/2T$ of half the clock frequency. The mean squared value of the component in quadrature with the clock harmonic determines the mean squared phase error (jitter) in the clock waveform generated in this way when $m$ is even (usually $m = 2$). This mean squared value is studied as a function of the narrowband filter's shape, bandwidth, and center frequency—first for the PAM signal itself and then for its square, whose behavior is remarkably similar— thus clarifying and extending previous work on this topic.

1 INTRODUCTION

Discovering and characterizing periodicities is a very widespread and fundamental problem in time-series analysis. In the field of communications it is particularly important in regard to sampling, demodulation, demultiplexing, and decoding. Because of its crucial role in the proper operation of coherent communication systems, the synchronization problem has been the subject of considerable research and development for several decades, especially in recent years with the increasing demands on system performance that result from rapidly growing usage.

The synchronization of the phase and frequency of an analogue oscillator with a signal's carrier and the synchronization of those of a digital clock with the symbols conveyed by that signal are two applications of this very general problem. A popular approach has been to break the synchronization problem down into two tasks: (i) using a nonlinearity to transform the time-series to be synchronized into a timing waveform whose spectrum contains a line (representing a periodicity of interest) along with a continuous spectrum (representing additive noise), and (ii) locking the frequency and phase of an oscillator or clock to the sinusoid represented by that spectral line with the help of a phase-locked loop (PLL) or a similar device such as a narrow bandpass filter or zero-crossing detector. Both the design and the performance of such synchronizers can be characterized in terms of spectral correlation and higher-order spectral-moment functions [1]. In particular, a timing sinusoid of frequency $\alpha$ can be generated from a random time-series by using an $n$th-degree nonlinearity if and only if the time-series exhibits cyclostationarity of order $n$ with cycle frequency $\alpha$, and this occurs if and only if the $n$th-order spectral-moment function for spectral components whose frequencies sum algebraically to $\alpha$ is not identically zero [2].

The spectrum of this timing wave at the output of an $n$th-degree nonlinearity is given explicitly in terms of the $2n$th-order spectral-moment function of the input, which is determined by the $2n$th-order and lower-order spectral cumulant functions. For the class of digital quadrature-amplitude-modulated (QAM) signals and pulse-amplitude-modulated (PAM) signals, the spectral cumulants can be expressed simply and explicitly in terms of the Fourier transform of the pulse shape and the cumulant of the distribution of the random amplitude factor representing the transmitted symbol [2]. Moreover, the mean squared value of the phase jitter of the PLL that locks onto the timing sinusoid is characterized by the continuous spectrum accompanying this sinusoid and the associated autocorrelation function [1]. For synchronizing with a QAM or PAM signal in the presence of strong additive Gaussian noise, it has been shown that the quadratic transformation generating the timing sinusoid with the greatest signal-to-noise ratio and the maximum-likelihood timing-phase estimator is determined by the spectral correlation function of the digital signal and the power spectrum of the additive noise.

These general results demonstrate the central role played by spectral correlation and higher-order spectral-moment and cumulant functions in the design and analysis of synchronizers. However, to obtain more refined results showing more specifically how to design synchronizers and evaluate their performance, we must focus on particular classes of signals and nonlinearities. This article treats the class of amplitude-shift-keyed signals and their baseband counterparts, the pulse-amplitude-modulated signals, along with quadratic nonlinearities consisting of a squaring device preceded and followed by fixed linear filters, and it carries out a detailed study of the statistical characteristics of the resulting waveforms with a view to their optimization.
Reference [3] calculated the power spectrum of the square of the binary phase-shift-keyed or PAM signal

$$u(t) = \sum_{j=0}^{\infty} c_j g(t - jT)$$

(1)

with statistically independent, identically distributed real coefficients \(c_j\) having mean 0, mean squared value 1, and fourth moment \(M\):

$$E(c_j) = 0, \quad E(c_j^2) = 1, \quad M \triangleq E(c_j^4).$$

(2)

That spectrum consists of a clock-frequency line and a self-noise spectrum that results from the random nature of the signal. The part of the latter representing self-noise components in quadrature with the clock-frequency line can cause jitter in the phase of the regenerated clock. However, (1) is cyclostationary and cycloergodic [4–6], and, as mentioned in [3], [7], and elsewhere, there are correlations [8] between Fourier components of any single realization of (1) separated in frequency by any harmonic of \(1/T\) that remain even when the signal ensemble is stationary as in [3] by randomizing the signal’s epoch, although this randomization destroys the signal’s cyclostationarity [5]. These spectral correlations profoundly affect the magnitude of the quadrature component of the self-noise.

When the transmitted waveform is \(u(t)\) times a sinusoidal carrier, its upper and lower sidebands are well known to be deterministically related. Because \(E(c_j) = 0\), it has no carrier-frequency spectral component, but its square contains a term that is \(u(t)^2\) times the second harmonic of the carrier. Since \(u(t)^2 \geq 0\), this term is the sum of a pure second-harmonic sinusoid plus in-phase noise produced by the fluctuations of \(u(t)^2\) around its mean value; there is no self-noise in quadrature with the second harmonic of the carrier to introduce any error in the times of the zero-crossings or in the phase of the carrier regenerated from this harmonic. The problem of clock-regeneration error, however, is far more complicated; to study it we suppose henceforth that \(u(t)\) is available without multiplication by a carrier.

W. R. Bennett [6] determined the in-phase and quadrature spectra of the self-noise in special cases, and Manley [9] showed that, in the case of on-off keying, the self-noise arising from the signal may resemble a double-sideband suppressed-carrier (DSBSC) waveform whose carrier is in phase with the clock. Franks and Bubrowski [10] (see also [1], [11]) carried out a general analysis of the rms clock-regeneration phase error for the case of a bandlimited \(g(t)\) and found conjugate-symmetry conditions on the Fourier transform of \(g(t)\) and the narrowband clock-regenerating filter \(H(f)\) (Figures 1 and 5) that ensure the vanishing of the quadrature self-noise. F. M. Gardner [12], Franks [13, p. 310], and others previously cited have stressed that the rms jitter of the regenerated clock as recovered by nonlinear processing (e.g., squaring) of the signal \(u(t)\) can thus be far smaller than might be mistakenly inferred from the spectrum of the total self-noise [3], and a number of books [14–16] point out the benefits that can thus be obtained from the proper design of \(g(t)\) or from its effective modification by a “prefilter” preceding the squaring of \(u(t)\). Fang [17] has obtained similar results for square-law clock regenerators, and Mengali et al. [18–20] have found similar effects when nonquadratic nonlinearities are used.

With some simplifying assumptions, Franks [21] and F. M. Gardner [12] have found for the component of the self-noise of \(u(t)^2\) in quadrature with the clock a spectral density that vanishes at the clock frequency. It was inferred that the mean squared phase jitter in the regenerated clock should therefore be proportional to the cube of the bandwidth \(B\) of the filter \(H(f)\) used in the clock regeneration. In fact, if the signal pulse and the narrowband filter have the requisite conjugate symmetry, the phase jitter should remain zero as \(B\) varies up to half the clock frequency. It is shown later, however, that the term proportional to frequency in the departure from conjugate symmetry of the spectrum of the signal pulse causes the mean squared jitter to be indeed proportional to \(B^3\) when \(BT \ll 1\) if \(H(f)\) possesses conjugate symmetry around the clock frequency. It is also found later that the mean squared jitter also generally includes a term proportional to the square of the offset of the center frequency of the narrowband filter \(H(f)\) from the clock frequency \(1/T\).

This article studies the complex spectrum of the self-noise output of the filter \(H(f)\) in order to make clear the relationships between pairs of its spectral components whose frequencies differ by or sum to a multiple of the clock frequency and to determine the mean squared value of the quadrature self-noise component, which is responsible for clock-regeneration phase errors. As a result, some extensions of the work of Franks and Bubrowski [10] are possible. Straightforward analysis of (1) in Section 2 and of its square in Section 3 suffices to provide both insight into the nature of the self-noise and a quantitative description of the mean squared clock-phase jitter depending its dependence upon \(g(t)\) and \(H(f)\). Section 2 reveals the amplitude and phase relationships between different Fourier components of the signal which, when the signal is squared, result in spectral relationships very similar to those of the signal itself, producing, among other things, the clock-frequency spectral line discussed in Section 3. Finally, the latter section’s results are applied to several signal-pulse waveforms \(g(t)\) and filter responses \(H(f)\).

2 SPECTRAL ANALYSIS OF THE PAM SIGNAL ITSELF

To understand the nature of the PAM signal \(u(t)\), it is useful to notice that it can be generated by feeding the PAM train of impulses

$$u(t) = \sum_{j=0}^{\infty} c_j g(t - jT)$$

(3)

to a filter with impulse response

$$g(t) = \int_{-\infty}^{\infty} G(f) e^{j2\pi ft} df,$$

(4)
where $G(f)$ is the Fourier transform of $g(t)$. Thus, the PAM signal can be described as the convolution
\begin{equation}
    u(t) = v(t) * g(t).
\end{equation}
In the frequency domain, this equation takes the form
\begin{equation}
    U(f) = V(f)G(f),
\end{equation}
where
\begin{equation}
    V(f) = \sum_{j=-\infty}^{\infty} c_j e^{2\pi j f T}.
\end{equation}
Here it is evident that
\begin{equation}
    V(f) = V(f + \frac{1}{T})
\end{equation}
is a periodic function of $f$ with period $1/T$ and that
\begin{equation}
    V(-f) = V^*(f)
\end{equation}
is its complex conjugate. Hence, $V(f) = V^*(\frac{m}{2T} - f)$ for every integer $m$ and, therefore, $V(\cdot)$ has the conjugate symmetry
\begin{equation}
    V(\frac{m}{2T} + f) = V^*(\frac{m}{2T} - f)
\end{equation}
around every multiple $m/2T$ of half the clock frequency.

These amplitude and phase relationships between the Fourier component of $v(t)$ of frequency $f$ and those of frequencies $n/T \pm f$ for all integers $n$ would persist even if the summations over $f$ were, for the sake of mathematical rigor, truncated to a finite number of terms, which would at a later stage be allowed to grow infinite. The amplitude and phase relationships among the corresponding Fourier components of $u(t)$ are exactly those for $v(t)$ but modified in a deterministic way by the amplitude and phase responses $|G(f)|$ and $\arg G(f)$ of the pulse-shaping filter.

When $f$ is a multiple of $1/2T$, $V(f)$ is real. Otherwise, $V(f)$ is complex, and, by the central limit theorem, it has a circular normal distribution with equal-variance zero-mean uncorrelated components in any two orthogonal directions. Thus, for any $f$ that is not a multiple of $1/2T$, the contributions of $V(f)$ to the in-phase and orthogonal components of the self-noise have equal mean squared values. Because of the correlations between the values of $V(f)$ at different frequencies, however, the net results of combining different frequencies passed by the narrowband filter $H(f)$ are different for the in-phase and quadrature components.

These correlations are described by the expectations $\mathbb{E}[V(f_1)V^*(f_2)]$ and $\mathbb{E}[V(f_1)W(f_2)]$, which will be needed in the next section, the latter being called a \textit{conjugate correlation} [22, 23]. Making use of the fact that $\mathbb{E}[c_j c_k]$ is zero for $j \neq k$ and is 1 for $j = k$ and of the fact that a train of unit impulses (Dirac delta functions) with unit spacing (known as the shah function [24, pp. 77-79] or comb function [25, p. 28]) is its own Fourier transform, we can express these expectations as

\[ \mathbb{E}[V(f_1)W(f_2)] = \sum_{j=-\infty}^{\infty} e^{-2\pi j (f_1 - f_2) T} \]
\begin{equation}
    = \frac{1}{T} \sum_{n=-\infty}^{\infty} \delta(f_1 - f_2 - \frac{n}{T}) \tag{11}
\end{equation}
and
\[ \mathbb{E}[V(f_1)V^*(f_2)] = \frac{1}{T} \sum_{n=-\infty}^{\infty} \delta(f_1 + f_2 - \frac{n}{T}) \tag{12} \]

These two equations merely reflect the relationships revealed more fully by (8) and (9).

If a random constant $\tau$ distributed uniformly between 0 and $T$ is added to $t$ in order to randomize the epoch of the signal and thus to make its ensemble statistically stationary, the phases of the Fourier components of frequencies $(f + n/T)$ will no longer be the same, but they will depend linearly on $n$, thus continuing to show fixed phase relations although in a slightly disguised form. However, in order to maintain a fixed clock phase as a basis for our investigation of the in-phase and quadrature self-noise in $u(t)$ and in $u(t)^2$, such a time shift is not introduced in this article.

### 2.1 Variances and Covariance of In-Phase and Quadrature Components

To understand the more complicated case in which a narrowband filter with impulse response $h(t)$ and frequency response
\begin{equation}
    H(f) = \int_{-\infty}^{\infty} h(t) e^{-2\pi i f t} dt \tag{13}
\end{equation}
passing only frequencies in the neighborhood of a harmonic $m/2T$ of half the clock frequency is fed the \textit{square} of the signal $u(t)$, we shall first consider the result of passing $u(t)$ itself through such a filter, whose output $w(t)$ in this case has Fourier transform
\begin{equation}
    W(f) = V(f)G(f)H(f). \tag{14}
\end{equation}

To obtain the complex form of the filter's output (the "analytic signal"), which directly exhibits the amplitude and phase of this output, we suppose that $H(f) = 0$ for $f < 0$. Multiplying the resulting output
\[ w(t) = \int_{-\infty}^{\infty} V(f)G(f)H(f)e^{2\pi i f t} df \]
of the filter by $e^{-m\pi i t/T}$, we get the complex amplitude of the output expressed with reference to the frequency $m/2T$, whose in-phase and quadrature components $x(t)$ and $y(t)$ (Fig. 1) are the real and imaginary parts of
\begin{equation}
    w(t)e^{-m\pi i t/T} = x(t) + iy(t) = e^{-m\pi i t/T} \int_{-\infty}^{\infty} V(f)G(f)H(f)e^{2\pi i f t} df. \tag{15}
\end{equation}
Since the expected value of the square of the absolute value of (15) can be seen to be independent of \( t \) and since the expected value of the square of (15) can similarly be seen to be independent of \( t \) whenever the filter \( H(f) \) has a bandwidth \( B < 1/2T \) and thus passes only frequencies in the neighborhood of a single harmonic \( m/2T \) of half the clock frequency, we can keep our notation simple by dealing with the second moments of (15) at the convenient time \( t = 0 \), i.e., the moments of

\[
w(0) = x + iy = \int_{-\infty}^{\infty} V(f)G(f)H(f)df,
\]

where \( x = x(0) \) and \( y = y(0) \). Because \( E[c_t] = 0 \), the mean value of (16) is zero. If the impulse response \( h(t) \) of the filter is very long because of a small bandwidth, the central limit theorem is applicable, and hence the joint probability distribution of \( x \) and \( y \) is very nearly the bivariate normal distribution [26, ch. 1].

To determine their variances and covariance, we look at \( E[w(0)^2] = E[x^2 + y^2] \) and \( E[w(0)^2] = E[x^2 - y^2 + 2ixy] \). Using (11) and (16), we find that, if \( H(f) = 0 \) outside a band of width \( 1/2T \) centered in any suitable sense at frequency \( m/2T \), the \( n \neq 0 \) terms make no contribution, and hence

\[
E[w(0)^2] = E[x^2 + y^2]
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} G(f_1)H(f_2)G^*(f_2)H^*(f_2)\delta(f_1 - f_2 - \frac{n}{T}) df_2 df_1
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} G(f)H(f)G^*(f)H^*(f)df
\]

\[
\approx \frac{1}{T} \left| G\left( \frac{m}{2T} \right) \right|^2 \int_{-\infty}^{\infty} \left| H(f) \right|^2 df.
\]

The approximation in the last line of (17) is valid if the variation in \( G(f) \) over the passband of \( H(f) \) can be neglected. Its first factor represents the PAM total power spectrum \([3] |G(f)|^2/T\); the integral factor expresses the effect of the analyzing filter.

Similarly, if the filter’s passband again lies in the neighborhood of the harmonic \( m/2T \) of half the clock frequency, we have from (12) and (16)

\[
E[w(0)^2]
\]

\[
= E[x^2 - y^2 + 2ixy]
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} G(f_1)H(f_1)G(f_2)H(f_2)\delta(f_1 - f_2 - \frac{n}{T}) df_2 df_1
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} \sum_{n=-\infty}^{\infty} G\left( \frac{n}{T} - f \right)H\left( \frac{n}{T} - f \right)G(f)H(f)df
\]

\[
= \frac{1}{T} \int_{-\infty}^{\infty} G\left( \frac{m}{2T} - f \right)H\left( \frac{m}{2T} - f \right)G\left( \frac{m}{2T} + f \right)H\left( \frac{m}{2T} + f \right)df
\]

\[
\approx \frac{1}{T} G\left( \frac{m}{2T} \right)^2 \int_{-\infty}^{\infty} H\left( \frac{m}{2T} - f \right)H\left( \frac{m}{2T} + f \right)df.
\]

This is \( G(m/2T)^2/T \) times the convolution of \( H(f) \) with itself evaluated at \( f = m/T \). Notice that this convolution is zero if, for example, \( m/2T \) is outside the passband of the filter \( H(f) \). When (52) is zero, its first line implies that \( x(t) \) and \( y(t) \) are uncorrelated and that they have equal mean squared values.

Adding and subtracting (17) with \( f \) replaced by \( \frac{m}{2T} \pm f \) and the real part of (52), we find that the mean squared value of the in-phase part of the filter’s output can be expressed as

\[
E[x^2] = \frac{1}{4T} \int_{-\infty}^{\infty} \left| G\left( \frac{m}{2T} + f \right)H\left( \frac{m}{2T} + f \right) \right|^2 df + \left| G^*\left( \frac{m}{2T} - f \right)H^*\left( \frac{m}{2T} - f \right) \right|^2 df
\]

and that of the quadrature part of the filter’s output is

\[
E[y^2] = \frac{1}{4T} \int_{-\infty}^{\infty} \left| G\left( \frac{m}{2T} + f \right)H\left( \frac{m}{2T} + f \right) \right|^2 df - \left| G^*\left( \frac{m}{2T} - f \right)H^*\left( \frac{m}{2T} - f \right) \right|^2 df
\]

if the filter \( H(f) \) passes frequencies in the neighborhood of no more than one harmonic \( m/2T \) of half the clock frequency. Thus, (20) vanishes if and only if

\[
G\left( \frac{m}{2T} + f \right)H\left( \frac{m}{2T} + f \right) = G^*\left( \frac{m}{2T} - f \right)H^*\left( \frac{m}{2T} - f \right), \text{ e.g., only if } G(\cdot) \text{ and } H(\cdot) \text{ possess conjugate symmetry around the clock harmonic } m/2T.
\]

or, equivalently, if \( g(t) \) and \( h(t) \) are, respectively, \( \cos mnT/2T \) and \( e^{j\pi nT} \) times a real function of \( t \).
2.2 The Vanishing of the Quadrature Self-Noise

From (20) we see that \( \mathbb{E}(y^2) = 0 \), i.e., there is no quadrature self-noise, if

\[
G\left(\frac{m}{2T} + f\right)H\left(\frac{m}{2T} + f\right) = G^*\left(\frac{m}{2T} - f\right)H^*\left(\frac{m}{2T} - f\right)
\]

(21)

for almost all values of \( f \). This condition can be achieved by tailoring either \( G(f) \) or \( H(f) \) to make their product satisfy (21). When this is the case, the impulse response of the two filters \( G(f) \) and \( H(f) \) in tandem is \( e^{\pi mf/T} \) times a real function of time, and the real part of the latter product is therefore a double-sideband amplitude-modulated suppressed-carrier waveform with carrier frequency \( m/2T \) that passes through zero at exactly the same times as the clock-harmonic waveform \( \cos m\pi t/T \), with no error due to self-noise. For the case of the squared signal \( u(t)^2 \), we shall find a set of similar conditions in Section 3 that involve \( H(f) \) and each of a set of functions \( \{G_k(f)\} \).

To satisfy (21) it suffices to ensure that

\[
H\left(\frac{m}{2T} + f\right) = H^*\left(\frac{m}{2T} - f\right) \quad \text{and} \quad G\left(\frac{m}{2T} + f\right) = G^*\left(\frac{m}{2T} - f\right),
\]

(22)

i.e., that \( H() \) has conjugate symmetry around the clock harmonic \( m/2T \) and that the part of \( G() \) lying within the passband of \( H() \) has the same symmetry. In this case, the impulse response \( h(t) \) of the \( H(f) \) filter is \( e^{\pi mf/T} \) times a real function of time, and the part of \( g(t) \) whose spectrum lies within the passband of \( H(f) \) is \( \cos m\pi t/T \) times a real function of time—again a DSBSBC waveform. The latter condition is not hard to meet when that passband is very narrow and includes the frequency \( m/2T \).

Since, when \( G(f) \) is real, i.e., when \( g(t) \) is symmetric, any two Fourier components of \( u(t) \) whose frequencies sum to a multiple of \( 1/T \) have equal amplitudes and opposite phases on account of the \( V(f) \) factor in (14), they are like the sidebands of a suppressed-carrier AM signal whose carrier frequency is the average of their two frequencies and whose carrier phase is the same as that of the clock. If the filter \( H(f) \) passes the two of them with equal attenuation and opposite phase shifts, there is no quadrature clock-harmonic component in their sum.

When the condition (21) is satisfied, (52) is real, and so \( x \) and \( y \), which have mean 0, are uncorrelated. In this case all of the power represented by (17) lies in the in-phase component. From (20) we see that quadrature components of the filter’s output result from any differences between \( G\left(\frac{m}{2T} + f\right)H\left(\frac{m}{2T} + f\right) \) and \( G^*\left(\frac{m}{2T} - f\right)H^*\left(\frac{m}{2T} - f\right) \), which destroy the totally in-phase addition of \( V\left(\frac{m}{2T} + f\right) \) and \( V\left(\frac{m}{2T} - f\right) \) that occurs when (21) is satisfied. If only one of the two frequencies \( m/2T \pm f \) falls within the narrowband filter’s passband, it contributes equally to the in-phase and the quadrature components of the filter output.

2.3 Examples: Ideal Bandpass and Gaussian \( H(f) \)

**Ideal Bandpass Filter:** When \( H(f) \) is a normalized ideal bandpass filter with bandwidth \( B \leq 1/2T \) centered \( F \) above the clock harmonic \( m/2T \) (because of mistuning, \( F \) may fail to be zero), i.e., when \( H\left(\frac{m}{2T} + F\right) = 1 \) and

\[
\frac{m}{2T} + f \quad \text{for} \quad |f| < \frac{B}{2},
\]

and

\[
0 \quad \text{for} \quad |f| > \frac{B}{2}
\]

\[
H(f) = \text{rect} \left( \frac{f - m/2F}{B} \right),
\]

(23)

where [25, p. 29]

\[
\text{rect} z \triangleq \begin{cases} 1 & \text{for } |z| < \frac{1}{2} \\ 0 & \text{otherwise} \end{cases}
\]

(24)

(rect \( z \) is sometimes denoted by \( \Pi(z) \) [24, p. 52]), the integral appearing in (17) is

\[
\int_{-\infty}^{\infty} |H(f)|^2 df = B.
\]

(25)

The convolution of \( H(f) \) with itself appearing in (52) is conveniently expressed in terms of the triangle function [24, p. 53]

\[
\Lambda(z) \triangleq \text{rect} z \ast \text{rect} z
\]

(26)

\[
\begin{cases} 1 & \text{for } |z| \leq 1 \\ 0 & \text{otherwise} \end{cases}
\]

(Fig. 2). This convolution,

\[
B \Lambda \left( \frac{f - m/2 - 2F}{B} \right),
\]

has the shape of an isosceles triangle of height \( B \) and total width \( 2B \) centered at \( m/2T + F \). Thus, if \( G(m/2T) \) is real, (20) becomes

\[
\mathbb{E}(y^2) \approx \frac{B}{2T} G\left(\frac{m}{2T}\right)^2 \left[ 1 - \Lambda \left( \frac{2F}{B} \right) \right],
\]

(27)

and the quadrature component of the filter output is reduced in mean squared value as shown in Fig. 3b when the detuning \( |F| \) is less than \( B/2 \), i.e., whenever a multiple \( m/2T \) of half the clock frequency lies within the narrowband filter’s passband.

![Figure 2: The rect (dashed) and \( \Lambda \) (solid) functions.](image-url)
The power of the in-phase component (19) is compensatingly increased, becoming

\[ E[x^2] \approx \frac{B}{2T} G \left( \frac{m}{2T} \right)^2 \left[ 1 + A \left( \frac{2F}{B} \right) \right] \]  

(Fig. 3a), as the sum \( E[x^2] + E[y^2] \) is hardly affected by any small detuning \( F \) even if \( F > B \). When the ideal bandpass filter is not centered at \( m/2T \), it will pass a band of width \( F \) on one side of \( m/2T \) that is not paired with the corresponding band on the opposite side to make a DSBSK waveform because the filter does not pass the latter band. The self-noise power in the former band therefore contributes equally to in-phase and quadrature components, thus accounting for the fact that the quadrature self-noise power is proportional to \( F \) for \( |F| \leq B/2 \). When \( |F| \geq B/2 \), none of the self-noise passed by the filter is paired with self-noise equally far on the opposite of \( m/2T \), and all of the self-noise is divided equally between in-phase and quadrature components, just as if there were no spectral correlations.

**Gaussian Filter:** When

\[ H(f) = \exp \left[ - \frac{(f - \frac{m}{2T} - F)^2}{2B^2} \right] \]

(29)

(20) becomes

\[ E[y^2] \approx \frac{\sqrt{\pi} B}{2T} G \left( \frac{m}{2T} \right)^2 \left( 1 - e^{-F^2/B^2} \right) \]

(30)

which is proportional to \( F^2/B \) when \( |F| \ll B \), is proportional to \( B/T \) when \( F \gg B \), and is zero regardless of the value of \( B \) when \( F = 0 \). See Fig. 4b; for application to the present section, ordinates in Figs. 3 and 4 are to be multiplied by \( B G (\frac{m}{2T})^2 /4T \). Likewise (19) becomes

\[ E[x^2] \approx \frac{\sqrt{\pi} B}{2T} G \left( \frac{m}{2T} \right)^2 \left( 1 + e^{-F^2/B^2} \right) \]

(31)

(Fig. 4a), which, when added to (30), gives a total self-noise power proportional to \( B \) that is independent of any small mistuning \( F \).

### 3 SPECTRAL ANALYSIS OF \( u(t)^2 \)

Because of the correlation (11) and conjugate correlation (12) between spectral components whose frequencies respectively differ by (if one of the components is conjugated) or sum to (if neither component is conjugated) any multiple of the clock frequency, the squaring of \( u(t) \) (Fig. 5) offers a natural way to bring about the heterodyning of pairs of correlated components to yield spectral lines at harmonics of the clock frequency. If the squaring precedes narrowband filtering, all of the received frequencies are able to participate in the process.

When \( u(t) \) is squared, pairs of components like these add together to produce spectral lines in the \( k = 0 \) portion of (32) at multiples of the clock frequency. As
(52)–(55) show, each pair whose frequencies do not sum to a multiple of the clock frequency combines additively with the pair whose frequencies are their reflections in a multiple of half the clock frequency, to produce self-noise spectral components of the squared signal that, to the extent the filters $G(f)$ and $H(f)$ allow these correlated combining components to have equal amplitudes and opposite phases, exhibit the same sort of spectral correlations (44) and (45) as the signal itself.

The square of the signal (1) can be expressed in the form

$$u(t)^2 = \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} c_k c_j e^{j2\pi(j+k)T}g(t-jT)g(t-(j+k)T)$$

$$= \sum_{k=0}^{\infty} v_k(t) \ast g_k(t),$$

(32)

where the Neumann factor $e_k$ is 1 for $k = 0$ and is 2 otherwise,

$$v_k(t) = \sum_{j=-\infty}^{\infty} c_j c_{j+k} \delta(t - \frac{2j+k}{2} T).$$

(33)

and

$$g_k(t) = g\left(t + \frac{kT}{2}\right) g\left(t - \frac{kT}{2}\right).$$

(34)

Because the $\{c_j\}$ are statistically independent, zero-mean random variables, the terms of (32) with different values of $k$ are completely uncorrelated, regardless of any time shift, as noted by Fang [17].

The $k = 0$ part of (32) can be separated into two terms,

$$\sum_{j=-\infty}^{\infty} c_j^2 g(t - jT)^2 = s(t) + \sum_{j=-\infty}^{\infty} (c_j^2 - 1) g(t - jT)^2,$$

(35)
the first of which,
\[
s(t) \triangleq \mathbb{E}[u(t)^2] = \sum_{j=-\infty}^{\infty} g(t - jT)^2.
\]

is periodic with period \(T\) and thus contains only clock-frequency harmonics, and the second of which (with zero-mean coefficients \(c_j^2 - 1\)) is the contribution of \(k = 0\) to the self-noise. If \(g(t) = 0\) whenever \(|t| > T/2\), this is the entire self-noise; all of the \(k > 0\) terms of (32) then vanish identically.

Applying to (36) the Poisson summation formula, which states that
\[
\sum_{k=-\infty}^{\infty} q(kT) = \frac{1}{T} \sum_{j=-\infty}^{\infty} Q\left(\frac{j}{T}\right)
\]

for any Fourier-transform pair \([q(t), Q(f)]\) (because the shah function is its own Fourier transform), we can express \(s(t)\) as the Fourier series
\[
s(t) = \frac{1}{T} \sum_{k=-\infty}^{\infty} e^{2\pi ikT} \int_{-\infty}^{\infty} G\left(\frac{k}{2T} - f\right) G\left(\frac{k}{2T} + f\right) df.
\]

This series contains only a finite number of nonzero terms when \(G(f)\) is bandlimited. If the convolution integral in (38) is not real for \(k = m/2\), i.e., for the clock harmonic \(m/2T\) being regenerated, and, instead has a phase angle \(\varphi\), the self-noise component in the direction \(\psi + \frac{1}{2} \pi\) rather than the component \(\psi(t)\) in the direction \(\frac{1}{2} \pi\) will produce errors in the phase of the regenerated clock. When \(g(t)\) is an even function of \(t\) and \(G(f)\) is therefore real, however, \(\psi\) will be zero, and the mean squared value of \(\psi(t)\) will determine the mean squared phase error of the regenerated clock. The case of \(\psi \neq 0\) is discussed later in Section 3.3.

If, instead of being real, the coefficients \(\{c_j\}\) in (3) were equally likely to be each of the \(n\)th roots of unity with \(n > 2\), (3) would not be real, and (9) would not be valid, thus invalidating (10). Moreover, because \(\mathbb{E}[c_j] = 0\), the right-hand side of (12) would be replaced by zero and, hence, that of (32) also. Thus, \(\mathbb{E}[x^2] = \mathbb{E}[y^2] = 0\); i.e., the in-phase and quadrature components of \(u(t)\) would then always have identical spectra and would be uncorrelated. In addition, (36) would vanish, and there would be no periodic component from which to regenerate the clock. However, such a periodic component is then obtainable, for example, from \(|u(t)|^2\) because there is still a correlation between spectral components of \(u(t)\) whose frequencies differ by any multiple of the clock frequency.

From (32)–(34) it follows that the Fourier transform of \(|u(t)|^2\) is
\[
\sum_{k=0}^{\infty} c_k V_k(f) G_k(f),
\]

where
\[
V_k(f) = \sum_{j=-\infty}^{\infty} c_j e^{-(2j+k)\pi f T}.
\]
Because all three express the correlation between signal values displaced in time by \( kT \) or by radar range difference and shifted in frequency by heterodyning or by the Doppler effect, (41) and Woodward’s [25, sec. 7.2] complex radar ambiguity function \( \chi(r, \phi) \) and W. A. Gardner’s cyclic finite autocorrelation function [5, p. 356, eq. (12.149)] are identical in form whenever \( g(t) \) is real for all \( t \) and, consequently, \( G(f - \phi) = G^*(\phi - \frac{1}{2} f) \) for all values of \( f \). Otherwise, (41) must be regarded as a conjugate correlation [22] and [23], which can be regarded as a form of cross-ambiguity function.

From the first line of (41) we see that, if \( g(t) \) is an even function, \( G_k(f) \) is real, and so this factor in (39) will leave the proper phase relations between (39) at frequency \( f \) and (39) at frequency \( 1/2T \pm f \) for every integer \( l \). The amplitude relationships will generally be altered, however, preventing full cancellation of the quadrature self-noise unless the bandwidth \( B \) of the filter \( H(f) \) is small enough that \( |G(f)| \) varies negligibly over its passband, since the Fourier transform of the narrowband filter’s output is

\[
W(f) = H(f) \sum_{k=0}^{\infty} e^{j2\pi k f T} G_k(f). \tag{46}
\]

Subtraction from (32) of the periodic component (36) of \( u(t)^2 \), which gives rise to the clock-harmonic spectral lines, replaces the \( k = 0 \) term of (32) by the last term of (35). Multiplying the time-domain version of (39) by \( e^{-j2\pi f T} \) as in Section 2.2 in order to get its phasor representation in terms of the reference frequency \( m/2T \) and again setting \( t = 0 \) for convenience, we note now that, at \( t = 0 \), the phasor representing the self-noise near this frequency that is passed by the filter \( H(f) \) is

\[
x + iy = u(0) = \int_{-\infty}^{\infty} H(f) \left[ V_{00}(f) G_0(f) + 2 \sum_{k=1}^{\infty} V_k(f) G_k(f) \right] df, \tag{47}
\]

where

\[
V_{00}(f) = \sum_{m=0}^{\infty} (c_j^2 - 1) e^{-2\pi m f T}. \tag{48}
\]

Notice that (47) resembles (16). The autocorrelations of (48), which are completely uncorrelated with \( V_k(f) \) for \( k > 0 \), is

\[
E[V_{00}(f_1) V_{00}(f_2)] = \frac{M-1}{T} \sum_{n=-\infty}^{\infty} \delta \left( f_1 - f_2 - \frac{n}{T} \right) \tag{49}
\]

and

\[
E[V_{00}(f_1) V_{00}(f_2)] = \frac{M-1}{T} \sum_{n=-\infty}^{\infty} \delta \left( f_1 + f_2 - \frac{n}{T} \right), \tag{50}
\]

where \( M \) is the fourth moment (2) of the coefficients \( \{c_j\} \).

### 3.1 The Statistics of the In-Phase and Quadrature Components

From (44) and (47) we find that, if the bandwidth \( B \) of the \( H(f) \) filter does not exceed \( 1/2T \),

\[
E[x^2 + y^2] = E[|u(0)|^2] = \frac{M-1}{T} \int_{-\infty}^{\infty} |G_0(f)|^2 |H(f)|^2 df + \frac{4}{T} \sum_{k=1}^{\infty} \int_{-\infty}^{\infty} |G_k(f)|^2 |H(f)|^2 df \tag{51}
\]

\[
\approx \left[ \frac{M-1}{T} |G_0(\frac{m}{2T})|^2 + \frac{4}{T} \sum_{k=1}^{\infty} |G_k(\frac{m}{2T})|^2 \right] \int_{-\infty}^{\infty} |H(f)|^2 df.
\]

Likewise, the square of the self-noise phasor has expectation

\[
E[x^2 - y^2 + 2ixy] = E[|u(0)|^2] = \frac{M-1}{T} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} G_0(\frac{n}{2T} + f) G_0(\frac{n}{2T} - f) H(\frac{n}{2T} + f) H(\frac{n}{2T} - f) df \tag{52}
\]

\[
+ \frac{4}{T} \sum_{k=1}^{\infty} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} G_k(\frac{n}{2T} + f) G_k(\frac{n}{2T} - f) \times H(\frac{n}{2T} + f) H(\frac{n}{2T} - f) df
\]

\[
\approx \left[ \frac{M-1}{T} |G_0(\frac{m}{2T})|^2 + \frac{4}{T} \sum_{k=1}^{\infty} |G_k(\frac{m}{2T})|^2 \right] \times \int_{-\infty}^{\infty} H(\frac{m}{2T} + f) H(\frac{m}{2T} - f) df
\]

if the passband of \( H(f) \) lies in the neighborhood of the harmonic \( m/2T \) of half the clock frequency; (52) is zero if \( m/2T \) does not lie within the passband of this filter. Equations (51) and (52) are convenient when the signal pulse \( g(t) \) has a finite duration, as the summation over \( k \) then includes only a finite number of nonzero terms.

Notice that the terms of (52) for each \( n \) involve two pairs of Fourier components of \( g(t) \) whose frequencies sum respectively to \( (n/2T) \pm f, \) i.e., with \( n/2T \) as the sum of the four frequencies, while each term of (51) comes from a tetrad of Fourier components of \( \chi(r, \phi) \), pairs of whose frequencies have arbitrary equal sums \( f \). This is related to the fact that the fourth-order spectral-moment function studied by Spooner [2] is nonzero only when the sum of the four frequencies equals a clock harmonic. Notice also that, if \( M = 1 \), as in the case where each \( c_j \) in (1) takes only the values \( \pm 1 \), the terms of (51) and of (52) involving \( G_0 \) disappear, and only the terms involving \( G_k \) with \( k \geq 1 \) remain.
Combining (51) and (52) just as we did (17) and (52), we find that
\[ E[x^2] = \frac{M - 1}{4T} \int_{-\infty}^{\infty} \left| G_0 \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) + G_0^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \right|^2 df \]
\[ + \frac{1}{T} \sum_{k=1}^{\infty} \int_{-\infty}^{\infty} \left| G_k \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) + G_k^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \right|^2 df \]  \tag{53}
and that
\[ E[y^2] = \frac{M - 1}{4T} \int_{-\infty}^{\infty} \left| G_0 \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) \right|^2 df \]
\[ - G_0^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \right|^2 df \]
\[ + \frac{1}{T} \sum_{k=1}^{\infty} \int_{-\infty}^{\infty} \left| G_k \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) \right|^2 df \]
\[ - G_k^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \right|^2 df \]  \tag{54}
When \( g(t) \) is bandlimited and thus has long tails, (51)–(54) involve summations over many values of \( k \). To recast (54) in a form that then involves only a finite number of nonzero terms, we add to and subtract from (54) half of what would be the \( k = 0 \) term if the summation over \( k \) began with \( k = 0 \). Then applying the Poisson summation formula, (37), to the resulting summation over \( k \), we can express (54) in the form
\[ E[y^2] \]
\[ = \frac{M - 3}{4T} \int_{-\infty}^{\infty} \left| G_0 \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) - G_0^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \right|^2 df \]
\[ + \frac{1}{2T^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \right| G \left( \frac{m}{4T} + f_1 \right) G \left( \frac{m}{4T} + f_2 \right) H \left( \frac{m}{2T} + f_1 + f_2 \right) \right| \]
\[ - G^* \left( \frac{m}{4T} - f_1 \right) G^* \left( \frac{m}{4T} - f_2 \right) H^* \left( \frac{m}{2T} - f_1 - f_2 \right) \right| \]
\[ \times \sum_{j=0}^{\infty} \left[ G \left( \frac{m}{4T} + f_1 + j \right) G^* \left( \frac{m}{4T} + f_2 + j \right) H^* \left( \frac{m}{2T} + f_1 + f_2 \right) \right] \]
\[ - G \left( \frac{m}{4T} - f_1 - j \right) G \left( \frac{m}{4T} - f_2 + j \right) H \left( \frac{m}{2T} - f_1 - f_2 \right) \right] \]  \tag{55}
(55)

(The corresponding form for (53) is the same except for + signs between products where − signs appear here.) As observed in [2], when the signal pulse \( g(t) \) contains no frequencies higher than half that of the clock, i.e., when \( H(f) = 0 \) for \( |f| > 1/2T \), the \( j \neq 0 \) terms of (55) vanish because one factor or another is zero for every \( f_1 \) and \( f_2 \). For \( j = 0 \) the integrand is the square of an absolute value.

3.2 The Vanishing of the Quadrature Self-Noise

The first term in (55), with the factor \( M - 3 \), vanishes whenever the distribution of the \( \{c_j\} \) is mesokurtic, e.g., if it is Gaussian, as \( M \) is then 3; this results from the vanishing of the fourth-order spectral cumulant [2]. If \( M \neq 3 \), this term will generally not vanish, but we shall shortly see that, when the rest of (55) vanishes, the first term does also. These other terms vanish when their common factor is zero, i.e., when
\[ G \left( \frac{m}{4T} + f_1 \right) G \left( \frac{m}{4T} + f_2 \right) H \left( \frac{m}{2T} + f_1 + f_2 \right) \]
\[ = G^* \left( \frac{m}{4T} - f_1 \right) G^* \left( \frac{m}{4T} - f_2 \right) H^* \left( \frac{m}{2T} - f_1 - f_2 \right) \]  \tag{56}
for all values of \( f_1 \) and \( f_2 \). From (54) we obtain a different but equivalent condition for the vanishing of the mean squared quadrature self-noise:
\[ G_k \left( \frac{m}{2T} + f \right) H \left( \frac{m}{2T} + f \right) = G_k^* \left( \frac{m}{2T} - f \right) H^* \left( \frac{m}{2T} - f \right) \]  \tag{57}
for all values of \( k \) and all values of \( f \). Multiplying (57) by \( e^{2\pi i \phi_T} \), summing over \( k \) from \( -\infty \) to \( \infty \), and integrating with respect to \( \phi \) in the definition (41) of \( G_k \), we find, after substituting \( f_1 \) for \( f/2 - \psi \) and \( f_2 \) for \( f/2 + \psi \), that (57) implies
\[ \sum_{j=0}^{\infty} G \left( \frac{m}{4T} + f_1 + j \right) G \left( \frac{m}{4T} + f_2 - j \right) H \left( \frac{m}{2T} + f_1 + f_2 \right) \]
\[ = \sum_{j=0}^{\infty} G^* \left( \frac{m}{4T} - f_1 - j \right) G^* \left( \frac{m}{4T} - f_2 + j \right) H^* \left( \frac{m}{2T} - f_1 - f_2 \right) \]  \tag{58}
for all values of \( f_1 \) and \( f_2 \), which is similar to (56) apart from the shifts by \( f/2 \) and the summation over \( j \) and represents the vanishing of the second factor in the last integrand of (55).

The condition (57) is clearly satisfied when
\[ H \left( \frac{m}{2T} + f \right) = H^* \left( \frac{m}{2T} - f \right) \]  \tag{59}
for all \( f \) and
\[ G_k \left( \frac{m}{2T} + f \right) = G_k^* \left( \frac{m}{2T} - f \right) \]  \tag{60}
for all values of \( k \) and for all values of \( f \) for which \( H(f) \neq 0 \). The conjugate-symmetry condition (59) on \( H(f) \) means that the impulse response \( h(t) \) of the narrowband filter is \( e^{\pi i \frac{m}{2T} t} \) times a real function of time. The conjugate symmetry condition
(60) on $G_k(f')$ means that the part of $g_k(t)$ whose spectrum lies within the passband of $H(f)$ is $\cos m\pi t/T$ times a real function of time. For $g_k(t) \overset{\Delta}{=} g(t - kT/2)g(t + kT/2)$, to include the factor $\cos m\pi t/T$ after exclusion of frequencies not passed by $H(f)$, it is sufficient that $g(t)$ be $\cos m\pi t/2T$ times a real function of time whose spectral density vanishes at all frequencies above $m/4T$ and that $H(f)$ should pass no frequencies below $m/4T$ so that the dc component of $\cos^2 m\pi t/T$ will have no effect. Thus, we find that the same conjugate-symmetry condition

$$G\left(\frac{m}{4T} + f\right) = G^*\left(\frac{m}{4T} - f\right)$$

(61)

that has been found by other authors ([10], [17], and others) suffices to eliminate quadrature self-noise.

The conditions (59) and (61) together clearly suffice to satisfy (56), and they ensure the vanishing of the first term on the right-hand side of (55) as well as the second. They are not, however, the most general conditions under which $E[y^2] = 0$, as any $G(f)$ and $H(f)$ satisfying (59) and (61) can be multiplied, respectively, by $a^{-\phi-f}$ and $a^{b+\phi}$, where $a$, $b$, and $c$ are any real or complex constants, and will still satisfy (56) and (57). The resulting asymmetric $G(f)$ and $H(f)$ represent the most general solution to (56) and, probably, to (58) also, as can be seen by letting $y_0(\phi) \overset{\Delta}{=} G^*(\frac{m}{4T} + \phi)/G(\frac{m}{4T} + \phi)$ and $\eta(\phi) \overset{\Delta}{=} H(\frac{m}{4T} + \phi)/H^*(\frac{m}{4T} + \phi)$. Then (56) becomes $y(\phi)y(\psi)\eta(\phi + \psi) = 1$ for all values of $\phi$ and $\psi$. If the two sides of this equation are divided by the values they have when $\psi = 0$ and if the two sides of the resulting equation are divided by the values they have when $\phi = 0$, the equation $\eta(0)\eta(\phi + \psi) = \eta(\phi)\eta(\psi)$ is obtained, whose only continuous solution is readily found (by putting $\psi$ equal to successive multiples of $\phi$) to be an $\eta(\phi)$ that is the exponential of a linear function of $\phi$, and it follows from setting $\psi = 0$ that $\gamma(\phi)$ must be the reciprocal of that exponential. The foregoing factors $a^\phi$ and $a^{-\phi}$ representing this exponential will take care of any phase mismatch at the clock frequency. The factor $a^{-\phi-f}$, however, may destroy the conjugate symmetry of $G(f)$ around $f = 0$, which is necessary if $g(t)$ is to be real.

When $H(f)$ possesses conjugate symmetry around the clock harmonic $m/2T$ but $G_k(f)$ does not, suitable filtering before squaring ("prefiltering") may give it the requisite symmetry within the band of width $B$ passed by $H(f)$. Otherwise, the dominant effect of the asymmetry will generally come from the linear Taylor-series terms of $G_k(f)$, say $C \cdot (f - m/2T)$, which will, for $B T \ll 1$, make the $k > 0$ term of (54) proportional to $(4/T) \int_{-\infty}^{\infty} |C| (f - m/2T) H(m/2T + f)^2 df$, which varies as the cube of the bandwidth $B$ of $H(\cdot)$ if its tails fall more than $9$ dB per octave. $E[y^2]$ will be proportional to $B^3$ even if $G_k(m/2T) = 0$, as, for example, in the case of (64) substituted into (20). This cubic dependence of the mean squared jitter on bandwidth is like that of the output noise in high-SNR high-modulation-index FM reception.

### 3.3 Other Reference Phases and the Case of Correlated $x$ and $y$

If the signal pulse $g(t)$ is not symmetric, the phase angle of the clock harmonic $m/2T$ in (38) is likely to be, say $\beta \neq 4$, and, instead of $E[y(t)']$, we need to know the mean squared value of the self-noise component $y(t')$ in the direction $\beta + \frac{1}{2} \pi$, which is responsible for the errors in the phase of the clock-frequency component of the output of the narrowband filter. The mean squared value of $y(t')$ can be determined by reference to Fig. 6, which shows the circle [26, prob. 1-9a] having as a diameter the line from $(E[x^2], -E[x y])$ to $(E[x^2], E[x y])$, whose inclination is $2\theta$, where

$$2\theta = \arctan \frac{2E[x y]}{E[x^2] - E[y^2]}$$

(62)

is the phase angle of (52). As complex numbers, this diameter and the center of the circle are, respectively, (52) and half of (51). When (52) is not real, it is because $E[x y]$ is not zero, and $x$ and $y$ are correlated; $E[y^2]$ can then be made smaller by this sort of shift in the phase reference.

If the reference phase is chosen from zero to $\beta$, the diameter seen in Fig. 6 turns clockwise through the angle $2\beta$, with the absicissas of its ends becoming $E[x(t')^2]$ and $E[y(t')^2]$, and their ordinates becoming $\pm E[x(t')y(t')]$. When $\beta = 0$, $E[x(t')^2]$ and $E[y(t')^2]$ reach their extreme values, $x_{\text{max}}^2$ and $y_{\text{max}}^2$, which are the absicissas of the rightmost and leftmost points of the circle, and $x(t')$ and $y(t')$ are then uncorrelated. The effect of this rotation can be found by replacing $H$ and $H^*$ in (52)--(54) by $He^{-i\phi}$ and $H^*e^{i\phi}$, respectively.

#### 3.4 Examples

**Raised Cosine:** When the signal pulse has the raised-cosine form

$$g(t) = \cos^2 \frac{\pi t}{2T} \text{rect} \frac{t}{2T}$$

(63)

with Fourier transform

$$G(f) = \frac{1}{2} \sum_{j=-1}^{1} \left( \frac{2}{j+1} \right) \text{sinc}(2jT - f)$$

(64)

$$= \frac{\sin 2\pi f T}{2\pi f (1 - 4f^2T^2)}$$

the expectation of $u(t)^2$, (36), is a constant plus a clock-frequency sinusoid,

$$s(t) = \frac{3}{4} + \frac{1}{4} \cos \frac{2\pi T}{T}$$

(65)
Figure 6: Relationship between the variances $\bar{x}^2 = \mathbb{E}[x^2]$ and $\bar{y}^2 = \mathbb{E}[y^2]$ and covariance $\bar{xy} = \mathbb{E}[xy]$ of the amplitudes of the in-phase and quadrature components and the extremes of the variances $x^2_{\text{max}} = \mathbb{E}[x^2]_{\text{max}}$ and $y^2_{\text{min}} = \mathbb{E}[y^2]_{\text{min}}$ attainable by shifting the reference phase of the filter output.

no other clock harmonic is present. Because (63) is zero for $|t| \geq T$, $G_k(f)$ vanishes for $k > 1$, and for the smaller values of $k$ we have (Fig. 7)

$$G_0(f) = \frac{T}{8} \sum_{j=-2}^{2} \left( \frac{4}{j+2} \right) \text{sinc} \left( 2fT - j \right)$$

$$= \frac{3 \sin 2\pi fT}{8\pi f(1 - f^2T^2)(1 - 4f^2T^2)}$$

(66)

and

$$G_1(f) = \frac{T}{16} \sum_{j=-1}^{1} \left( \frac{2}{j+1} \right) \text{sinc} \left( fT - j \right)$$

$$= \frac{\sin \pi fT}{8\pi f(1 - f^2T^2)}$$

(67)

Figure 7: $G_0(f)$ (dashed) and $G_1(f)$ (solid) when the signal pulse $g(t)$ is the raised cosine (63): (a) main lobe and (b) side lobes.

where

$$\text{sinc} \, fT \triangleq \frac{\sin \pi fT}{\pi fT}$$

(68)

is the Fourier transform of $T \, \text{rect} \left( \frac{t}{T} \right)$. At the clock frequency their values are $G_0(1/T) = T/8$ and $G_1(1/T) = T/16$. Hence, the quadrature self-noise output of the $H(f)$ filter will tend to vanish only if the response of this filter has conjugate symmetry about the clock frequency and its passband is very narrow. Because $G_0(f)$ and $G_1(f)$ are not flat near $f = 1/T$, their variations with $f$ will prevent perfect
cancellation even when \( H(f) \) has conjugate symmetry about \( f = 1/T \), causing \( \mathbb{E}[y^2] \) to be of the order of \( B^3 \) when \( BT \) is small.

**Short Rectangular Pulse:** When

\[
g(t) = \text{rect} \left( \frac{t}{\tau} \right)
\]

with \( \tau \leq T \), successive pulses do not overlap, and hence only the \( k = 0 \) terms of (41), (46), (47), (51), and (52) are nonzero. In this case the mean squared jitter is determined by

\[
G_0(f) = \tau \sin c \tau f. \tag{70}
\]

For \( f = m/2T \) with an even value of \( m \), \( G_0(f) \) vanishes if \( \tau = T \), but, for this \( \tau \), \( u(t)^2 \) becomes identically 1, and it then contains no clock harmonic from which to regenerate the clock.

**Ideal Bandlimited \( G(f) \):** When

\[
G(f) = \frac{1}{B} \text{rect} \left( \frac{f}{B} \right),
\]

the pulse shape is

\[
g(t) = \sin c B t, \tag{72}
\]

which produces no intersymbol interference at the times \( \ldots, -T, 0, T, \ldots \) if \( B \) is a multiple of \( 1/T \). Substituting (72) into (41), we find that

\[
G_{k}(f) = \begin{cases} 
\sin k \pi (B - |f| T) \\
0
\end{cases} \quad \text{for } |f| \leq B \tag{73}
\]

otherwise.

If, for example, \( B = 2/T \) and \( f = 1/T \), this is zero unless \( k = 0 \), in which case it is \( \pi/4 \), and \( \mathbb{E}[y^2] \) is easily approximated for any convenient \( H(f) \). This case is identical with that of a pulse spectrum centered at \( f = 1/2T \) with the form (10)

\[
G(f) = (T/2) \text{rect}(|f|T - \frac{1}{2}).
\]

**Ideal Bandpass \( H(f) \):** When \( H(f) \) is an ideal bandpass filter (23) with bandwidth \( B \leq 1/2T \) centered \( F \) above the clock harmonic \( m/2T \), where \( m \) is any positive, even integer, we find, upon substitution into the last line of (53), that, if the \( \{G_k(m/2T)\} \) are all real, as in the case when (60) is satisfied,

\[
\mathbb{E}[x^2] \approx \frac{2B}{T} \left[ \frac{M - 1}{4} G_0 \left( \frac{m}{2T} \right)^2 + \sum_{k=1}^{\infty} G_k \left( \frac{m}{2T} \right)^2 \right] \left[ 1 + \Lambda \left( \frac{2F}{B} \right) \right] \tag{74}
\]

(Fig. 3a) and, upon substituting into the last line of (54), that

\[
\mathbb{E}[y^2] \approx \frac{2B}{T} \left[ \frac{M - 1}{4} G_0 \left( \frac{m}{2T} \right)^2 + \sum_{k=1}^{\infty} G_k \left( \frac{m}{2T} \right)^2 \right] \left[ 1 - \Lambda \left( \frac{2F}{B} \right) \right] \tag{75}
\]

(Fig. 3b). For a fixed \( F \), as \( B \) increases from zero, (75) increases linearly until \( B = 2F \), and it remains constant as \( B \) increases further because up to that point the band of width \( B \) passed by the filter is not balanced by anything on the opposite side of the clock harmonic \( m/2T \), but thereafter there is only a band of fixed width \( 2F \) that is not balanced by its mirror image in the clock-harmonic frequency.

If \( B \) is large enough so that the \( \{G_k(f)\} \) must be treated as linear functions of \( f \) in the neighborhood of \( f = m/2T \) instead of as constants, \( \mathbb{E}[y^2] \) will include higher-order (up to cubic) terms in \( B \) and \( F \) in addition to the linear term in \( B \) and the constant and linear terms in \( F \). \( \mathbb{E}[y^2] \) is then no longer zero for \( F = 0 \), but, as mentioned in the Introduction, suitable prefiltering of the signal before squaring and narrowband filtering can alleviate this problem.

**Gaussian Filter \( H(f) \):** When \( H(f) \) has the Gaussian form (29), the last line of (53) becomes

\[
\mathbb{E}[x^2] \approx \frac{2\sqrt{\pi} B}{T} \left[ \frac{M - 1}{4} G_0 \left( \frac{m}{2T} \right)^2 + \sum_{k=1}^{\infty} G_k \left( \frac{m}{2T} \right)^2 \right] \left( 1 + e^{-F^2/B^2} \right) \tag{76}
\]

(Fig. 4a), and the last line of (54) becomes

\[
\mathbb{E}[y^2] \approx \frac{2\sqrt{\pi} B}{T} \left[ \frac{M - 1}{4} G_0 \left( \frac{m}{2T} \right)^2 + \sum_{k=1}^{\infty} G_k \left( \frac{m}{2T} \right)^2 \right] \left( 1 - e^{-F^2/B^2} \right) \tag{77}
\]

(Fig. 4b), which is proportional to \( P^2/BT \) when \( |F| \ll B \) and which is proportional to \( B/|F| \) when \( F \gg B \). If \( \{G_k(f)\} \) must be treated as linear functions of \( f \) in the neighborhood of \( f = m/2T \), additional terms proportional to \( BF, B^3, BF^2, B^2F^2, \) and \( B^3F^2/B^2 \) are required in (77). These result, for example, in \( \mathbb{E}[y^2] \)'s being proportional to \( B^3T \) when \( F = 0 \).

4 CONCLUSIONS

The quadrature self-noise \( y(t) \) introduces a phase error of rms value

\[
2\sqrt{\frac{m}{m(2m/T)}} \text{ in the regenerated clock, where } G_0(2m/T) \text{ is the magnitude of the Fourier coefficient of (36) found in (38) that corresponds to the clock harmonic } m/2T.
\]

Because of the amplitude and phase relationships between the pairs of Fourier components of (39) having frequencies whose sums or differences are multiples of the clock frequency \( 1/T \), the mean squared clock-regeneration jitter is far smaller than might be predicted on the basis of the spectrum of the total self-noise [3]. It is given by an integral (20) in the case of the signal \( u(t) \) itself (Fig. 1) whose integrand involves two frequencies, since the quadrature self-noise on one of the foregoing sort of pair of frequencies can cancel the quadrature self-noise on the other while the in-phase self-noise components on these two frequencies add constructively. In the case of \( u(t)^2 \) (Fig. 5), (54) has an integrand involving four frequencies that combine in this way.
The phase and amplitude correlations between the Fourier components of frequencies \( m/2T \pm f \), where \( m \) is any integer, cause them to combine like the sidebands of a suppressed-carrier AM signal of frequency \( m/2T \) whose carrier is in phase with the clock if the two frequencies fall within the passband of the filter \( H(f) \) and suffer equal attenuation and opposite phase shifts, thus producing no jitter. If, as a result of asymmetry of \( H(f) \), only one of the two falls within the passband, it contributes equally and uncorrelatedly to the in-phase and the quadrature filter outputs. The foregoing analysis should help to clarify the source and the nature of the relationships between spectral components of the square of a PAM signal and the effects that these relationships have upon clock recovery. These foregoing results show explicitly how the design-and-performance analysis of square-law synchronizers is characterized by the spectral correlation function and the fourth-order spectral-moment function of a PAM signal.
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Abstract

Recently proposed cyclostationarity-exploiting methods for multipath-channel identification are reviewed. They are inherently tolerant to both noise and (possibly correlated) interference and can, in principle, provide arbitrarily accurate multipath-parameter estimates when a sufficiently long collection time is available. The principles of operation of these techniques are explained and their algorithmic implementations are discussed. Computer simulation results show the capability of the new methods to correctly estimate the multipath parameters in noise and interference environments where the conventional techniques (based on power spectrum measurements) fail. Finally, a comparison among the methods, in terms of estimation accuracy, arrival-time resolution, and operating range, is made.

1 INTRODUCTION

The problem of multipath-channel identification (MCI) is of great interest in many applications including radar, sonar, seismics, ocean acoustics, communications, and others. For example, the use of digital communication systems characterized by higher
and higher bit rates requires detailed channel modeling to counteract the degrading effects of intersymbol interference and selective fading arising from the presence of delayed replicas of the transmitted signal.

The standard cross-correlation method [1, 2] identifies the channel, that is, estimates the arrival times (ATs) and the scaling amplitudes (SAs) of the multipath signal, by locating and measuring the peaks of the temporal cross-correlation function of noisy measurements of the channel input and output, provided that the individual pulses in the impulse response of the channel are separated by time intervals greater than the duration of the autocorrelation function of the uncorrupted exciting signal (ES).

A variety of techniques, referred to as the generalized cross-correlation (GCC) methods [1, 2], reduce the degrading effects of noise and interference by filtering the input and output measurements prior to estimating their cross-correlation function. Some of these methods, proposed in the time-difference-of-arrival (TDOA) estimation context, with the PHAT technique as an example, cannot be utilized for MCI since the cross-correlation function between the filtered measurements does not necessarily exhibit peaks in correspondence of the ATs. Moreover, some GCC techniques, with the Roth method as an example, allow one to estimate the ATs but are not able to perform SA estimates. In any case, all GCC algorithms that are appropriate for MCI exhibit poor arrival-time resolution.

Greater arrival-time resolution can be achieved by an algorithm based on the autoregressive spectral analysis technique that is referred to as the Prony algorithm [3]. The method, however, turns out to be very sensitive to measurement errors due to the presence of noise and interference.

All the above-mentioned estimation methods have been found to perform very poorly when the measurements of the channel output and, especially, input are highly corrupted by noises and/or interferences, particularly if the input and output undesired signals are correlated with each other. Such a correlation typically occurs when the channel input and output cannot be reached or fully controlled by the experimenter.

Recently, a new approach to the identification of linear time-invariant systems [4, 5] has been utilized to obtain multipath-parameter estimates [6–10]. It is applicable as long as the ES exhibits cyclostationarity with a cycle frequency for which the input undesired signals do not exhibit cyclostationarity and, moreover, the input and output undesired signals do not exhibit joint cyclostationarity. In short, the new methods exploit the spectral correlation properties, as well as the temporal correlation properties, in order to gain immunity to noise and interference. In particular, they can assure satisfactory performances when the input and output undesired signals exhibit a high degree of temporal correlation.

This article provides a tutorial review of recently proposed cyclostationarity-based (say cyclic) methods for multipath-channel identification. After a brief introduction to cyclostationarity, Section 2 describes the general cyclostationary model for the MCI problem. Then, the cyclic methods so far proposed [6–10] are derived and their principles of operation are explained in Section 3, whereas problems arising from their algorithmic implementations are presented and discussed in Section 4. Section 5 presents numerical results of Monte Carlo simulation experiments aimed at comparing the cyclic methods with each other and with the corresponding conventional (i.e., noncyclic) estimation techniques. Finally, conclusions are drawn in Section 6 and some analytical details on the derivation of two of the described methods are given in the Appendix.

2 CYCLOSTATIONARY MODEL FOR MCI

Before introducing the cyclostationarity-exploiting methods for MCI, let us present here the necessary background on cyclostationarity and the cyclostationary model for MCI.

A real signal \( s(t) \) exhibits cyclostationarity [4] with cycle frequency \( \alpha \neq 0 \) if the cyclic autocorrelation function

\[
R_x^{\alpha}(\tau) = \langle s(t + \frac{\tau}{2}) s(t - \frac{\tau}{2}) e^{-j2\pi\alpha t} \rangle
\]

(1)

is not identically zero; that is, for some lag values \( \tau \), the lag product \( s(t + \frac{\tau}{2}) s(t - \frac{\tau}{2}) \) contains a finite additive sinewave component with frequency \( \alpha \neq 0 \). In (1), \( \langle \cdot \rangle \) denotes infinite-time average. For \( \alpha = 0 \), (1) is recognized as the conventional autocorrelation function \( R_x(\tau) \).

Analogously, two real signals \( s_1(t) \) and \( s_2(t) \) exhibit joint cyclostationarity with cycle frequency \( \alpha \neq 0 \) if the cyclic cross-correlation function

\[
R_{x_1x_2}^{\alpha}(\tau) = \langle s_1(t + \frac{\tau}{2}) s_2(t - \frac{\tau}{2}) e^{-j2\pi\alpha t} \rangle
\]

(2)

is not identically zero. For \( \alpha = 0 \), (2) is the conventional cross-correlation function \( R_{x_1x_2}(\tau) \).

The multipath-channel identification problem can be described by the following model:

\[
x(t) = s(t) + n(t)
\]

(3a)

\[
y(t) = \sum_{k=1}^{N} A_k s(t - D_k) + m(t)
\]

(3b)

where \( x(t) \) and \( y(t) \) are noisy versions of the input and output signals (respectively) of the multipath channel. Both signals \( n(t) \) and \( m(t) \) take into account the presence of noise-plus-interference on the real exciting signal \( s(t) \) and on its multipath version. We desire to estimate the scaling amplitudes \( A_1, A_2, \ldots, A_N \) and the arrival times \( D_1, D_2, \ldots, D_N \).

Assuming that \( s(t), n(t), \) and \( m(t) \) have zero-mean (time-average) values and that \( s(t) \) is statistically independent (over time) of \( n(t) \) and \( m(t) \) and exhibits cyclostationarity with cycle frequency \( \alpha \), then, from (3), accounting for (1) and (2), it
follows that

\[ R^a_x(t) = R^a_z(t) + R^a_y(t) \]  \hspace{1cm} (4a) \]

\[ R^a_{yx}(t) = \sum_{k=1}^{N} A_k R^a_x(t - D_k) e^{-j\pi D_k} + R^a_{xy}(t). \]  \hspace{1cm} (4b) \]

If the undesired signal \( n(t) \) does not exhibit cyclostationarity with the considered cycle frequency \( \alpha (R^a_x(t) \equiv 0) \) and, moreover, \( m(t) \) and \( n(t) \) do not exhibit joint cyclostationarity with this cycle frequency \( (R^a_{mx}(t) \equiv 0) \), (4a) and (4b) become

\[ R^a_x(t) = R^a_z(t) \]  \hspace{1cm} (5a) \]

\[ R^a_{yx}(t) = \sum_{k=1}^{N} A_k R^a_x(t - D_k) e^{-j\pi D_k}. \]  \hspace{1cm} (5b) \]

By Fourier transforming (5), one finds that the cyclic spectrum \( S^a_x(f) \) and the cyclic cross-spectrum \( S^a_{yx}(f) \) (also referred to as spectral correlation density functions) are given by

\[ S^a_x(f) = S^a_z(f) \]  \hspace{1cm} (6a) \]

\[ S^a_{yx}(f) = S^a_z(f) \sum_{k=1}^{N} A_k e^{-j2\pi f(\tau + \alpha/2)D_k}. \]  \hspace{1cm} (6b) \]

Equations (5) and (6) show the potential immunity of AT and SA estimation methods based on the spectral correlation properties \( (\alpha \neq 0) \) against noise and interference, regardless of the extent of the spectral overlap of \( s(t), n(t) \), and \( m(t) \) and of the degree of temporal correlation between \( n(t) \) and \( m(t) \). In contrast to this, the GCC methods, which are based on the temporal correlation only \( (\alpha = 0 \text{ in } (4)) \), are affected by the presence of noise and interference. Even if \( n(t) \) and \( m(t) \) are uncorrelated, the presence of \( n(t) \) affects (see (4a)) the measurement of the autocorrelation function of the ES.

\section{Cyclostationarity-Exploiting Methods for MCI}

In this section the recently proposed \([6-10]\) cyclostationarity-exploiting methods for multipath-channel identification are presented and their principles of operation are explained.

\subsection{CYCCOR Method}

On the basis of (5), and using estimates of \( R^a_{yx}(t) \) and \( R^a_x(t) \), the ATs and SAs can be estimated by assuming that the replicas in (5b) do not overlap, i.e., that the true values \( D_k \) satisfy the resolution relations

\[ |D_h - D_k| \geq 2d_a \quad \text{if } h \neq k; \quad h, k = 1, 2, \ldots, N \]  \hspace{1cm} (7) \]

where \( d_a \) is the width of \( R^a_x(t) \). In fact, on this assumption, from (5b) it follows that

\[ |R^a_{yx}(t)| = \sum_{k=1}^{N} A_k |R^a_x(t - D_k)| \]  \hspace{1cm} (8) \]

and, therefore, the ATs \( D_k \) can be estimated by evaluating the shifts of the replicas of \( |R^a_x(t)| \) and the SAs \( A_k \) can be determined by considering the values of \( |R^a_{yx}(t)| \) corresponding to values of \( \tau \) such that \( |\tau - D_k| \leq d_a/2 \), provided that \( |R^a_x(\tau - D_k)| \neq 0 \). The evaluation of replica shifts benefits from the fact that \( R^a_x(t) \) is an even function of \( \tau \). This method, referred to as the CYCCOR (CYclic Cross-CORrelation) method \([7, 9]\), reduces for \( \alpha = 0 \) to the conventional cross-correlation technique. Moreover, for \( \alpha \neq 0 \), it includes the CCC (Cyclic Cross-Correlation) method of TDOA estimation as the special case for which only one delay exists \((N = 1)\) and no estimate of the SA is sought \([4, 11]\).

\subsection{SPECCOA Method}

An alternative method can be obtained using an ad hoc least-squares optimization procedure. More specifically, the SAs and ATs are estimated by determining the values of the amplitudes \( \gamma \triangleq (\gamma_1, \gamma_2, \ldots, \gamma_N) \) and the arrival times \( \beta \triangleq (\beta_1, \beta_2, \ldots, \beta_N) \) that minimize the norm of the difference of the two sides of (6b) where, accounting for (6a), \( S^a_x(f) \) has been replaced by \( S^a_y(f) \):

\[ \min_{\gamma, \beta} \left\{ \int_{-\infty}^{+\infty} \left| S^a_{yx}(f) - \sum_{k=1}^{N} \gamma_k e^{-j2\pi(f+\alpha/2)\beta_k} \right|^2 df \right\}. \]  \hspace{1cm} (9) \]

Although this minimization problem is in general very difficult to solve, it can be simplified by assuming that the true values \( D_k \) satisfy the resolution relations

\[ |D_h - D_k| \geq 2d_a \quad h \neq k; \quad h, k = 1, 2, \ldots, N. \]  \hspace{1cm} (10) \]

In fact, on this assumption, as is shown in the Appendix, the problem can be solved considering that the function

\[ s_0(t) \triangleq \frac{\text{Re} \left\{ \int_{-\infty}^{+\infty} S^a_{yx}(f) S^a_x(f) e^{j2\pi ft} df \right\}}{\int_{-\infty}^{+\infty} |S^a_x(f)|^2 df} \]  \hspace{1cm} (11) \]

is equivalent to the superposition of \( N \) nonoverlapping replicas

\[ \sum_{k=1}^{N} A_k \text{Re} \left\{ e^{j\pi (t - D_k)} \int_{-\infty}^{+\infty} S^a_x(f) e^{j2\pi f(t - D_k)} df \right\} \]  \hspace{1cm} (12) \]

\[ \int_{-\infty}^{+\infty} |S^a_x(f)|^2 df \]
each of which presents a peak of amplitude $A_k$ at $\tau = D_k$. Therefore, the ATs and SAs can be estimated by locating and measuring the maximum of each replica in (11) where the cyclic spectra are replaced by their estimates.

This method maximizes the correlation over $f$ of two cyclic spectra by phase alignments through adjustment of the linear phase-versus-frequency term $2\pi(f + \alpha/2)\tau$. It has been referred to as the SPECCOA (SPECTral COherence Alignment) method [6, 7, 9] in accordance with [11, 12] in the TDOA estimation context. For $\alpha = 0$, this technique reduces to the GCC method with the power spectrum $S_c(f)$ as weighting function. Moreover, for $\alpha \neq 0$, it includes the SPECCOA method of [11, 12] as the special case for which $N = 1$ and the estimate of the SA is ignored (in which case the denominator in (11) and (12) can be replaced with unity).

### 3.3 BL-SPECCORR Method

A further estimation method can be obtained by the least-squares minimization procedure

$$\min_{\tau, \phi} \left\{ \int_{|\tau| \leq \phi \leq 2\phi} \left| \frac{S^a_{\phi}(f)}{S^c_{\phi}(f)} \right|^2 df \right\}$$

(13)
as suggested by (6). In (13), $f_0$ and $B_0$ are the center and width of the support band for $S^c_{\phi}(f)$.

The minimization problem can be reasonably simplified by assuming that (7) holds. In fact, on this assumption, as is shown in the Appendix, the problem can be solved recognizing that the function

$$v_a(\tau) \triangleq \frac{1}{\int_{|\tau| \leq \phi} df} \Re \left\{ \int_{|\tau| \leq \phi} \frac{S^a_{\phi}(f)}{S^c_{\phi}(f)} e^{j2\pi(f + \alpha/2)\tau} df \right\}$$

(14)is equivalent to the superposition of $N$ nonoverlapping replicas

$$\sum_{k=1}^{N} A_k \frac{\sin [\pi B_0 (\tau - D_k)]}{\pi B_0 (\tau - D_k)} \cos [\pi \alpha (\tau - D_k)] \cos [2\pi f_0 (\tau - D_k)]$$

(15)each of which presents a peak of amplitude $A_k$ at $\tau = D_k$. Consequently, the ATs and SAs can be estimated by locating and measuring the maximum of each replica in (14) where, of course, the cyclic spectra are replaced by their estimates. This technique has been referred to as the BL-SPECCORR (Band-Limited SPECTral CORrelation Ratio) method [13] in accordance with [11] in the TDOA estimation context. Moreover, for $\alpha \neq 0$, it includes the BL-SPECCOA method of [11] (a variation of which was first proposed in [4, 14]) as the special case for which $N = 1$ and the estimate of the SA is ignored (in which case the scale factor outside the Re{·} operation in (14) can be replaced with unity).

### 3.4 Cyclic Prony Method

The cyclic methods considered above are expected to exhibit an arrival-time resolution limited by the width of the cyclic autocorrelation function $R^2_{\phi}(\tau)$ (see (7) and (10)).

Cyclostationarity-Exploiting Methods for Multipath-Channel Identification

To overcome this limitation, we present now a cyclic method [8, 10] based on the autoregressive spectral analysis technique referred to as the Prony algorithm. This cyclic method, however, exhibits a lower tolerance to noise and interference.

Accounting for (6) and the generalization to cyclostationary input of the well-known time-invariant system identification formula (see [4, 5]), the method can be introduced by recognizing that the samples of the multipath-channel transfer function $H(f)$ at $M$ evenly spaced frequencies can be written as

$$H(f_n + \alpha/2) = \frac{S^a_{\phi}(f_n)}{S^c_{\phi}(f_n)} = \sum_{k=1}^{N} b^a_k e^{j2\pi(f_n + \alpha/2)\Delta_k} = H^a_k \quad n = 0, 1, \ldots, M-1$$

(16)

where

$$f_n \triangleq f_c + n\Delta f_c$$

(17)

$$b^a_k \triangleq A_k e^{-j2\pi(f_n + \alpha/2)\Delta_k}$$

(18a)

$$z_k \triangleq e^{-j2\pi\Delta_k f_c}$$

(18b)

The samples have an autoregressive structure, i.e., each sample can be expressed as a fixed weighted sum of its neighbors:

$$H^a_n = -\sum_{n=1}^{N} \lambda_n H^a_{n-m} \quad n = N, N + 1, \ldots, M-1$$

(19)

where the weights $\lambda_n$ are such that the predictor polynomial can be written as

$$P(z) \triangleq z^N + \sum_{n=1}^{N} \lambda_n z^{N-m} = \prod_{k=1}^{N} (z - z_k)$$

(20)

Then, the cyclic Prony procedure consists of the following steps:

1. Calculation of the weights $\lambda_n$ by solving (19);
2. Evaluation of the $z_k$'s by factoring the polynomial (20) and, hence, evaluation of the arrival times $D_k$ by (18b);
3. Evaluation of the $b^a_k$'s by (16) and, hence, evaluation of the $A_k$'s by (18a).

Note that this cyclic Prony method is identical to the usual Prony algorithm [3] where, however, the samples of the channel transfer function are obtained by cyclic spectral measurements. In the following section, which deals with implementation problems, an improved cyclic Prony method is introduced.

### 4 IMPLEMENTATION OF THE METHODS

The cyclic correlation functions and the cyclic spectra involved in the methods presented in the previous section must be replaced by their estimates obtained from measurements.
The cyclic cross-correlation function \( R^a_{yx}(\tau) \) can be efficiently estimated by evaluating the cyclic cross-correlogram [4]

\[
R^a_{yx}(\tau) \triangleq \frac{1}{T} \int_{-T/2}^{T/2} y(u + \frac{\tau}{2}) x(u - \frac{\tau}{2}) e^{-j2\pi au} du
\]

(21)

via inverse Fourier transforming the cyclic cross-periodogram

\[
S^a_{yx}(f) \triangleq \frac{1}{T} Y_f(f + \alpha/2) X_f^*(f - \alpha/2)
\]

(22)

where \( T \) is the integration, or collection, time and the transforms

\[
X_f(f) \triangleq \int_{-T/2}^{T/2} x(t)e^{-j2\pi ft} dt
\]

(23a)

\[
Y_f(f) \triangleq \int_{-T/2}^{T/2} y(t)e^{-j2\pi ft} dt
\]

(23b)

are approximated by an FFT algorithm.

The cyclic spectra \( S^a_{yx}(f) \) and \( S^a_{yx}(f) \) are efficiently estimated by using the frequency-smoothed cyclic periodograms [4]. For example, the estimation of \( S^a_{yx}(f) \) is performed by

\[
S^a_{yx}(f) \triangleq \frac{1}{\Delta f} \int_{f-\Delta f/2}^{f+\Delta f/2} S^a_{yx}(f) du
\]

(24)

where \( \Delta f \) is the width of the frequency-smoothing window. Such a parameter \( \Delta f \) must be large enough to assure sufficient reliability of the cyclic spectrum estimates, that is, \( \Delta f \gg 1/T \), and, moreover, small enough to resolve the oscillations in the cyclic spectra and to assure satisfactory operating range for the arrival times. Specifically, from (5b) and (21)–(24) it follows that

\[
\mathcal{F}^{-1} \left[ S^a_{yx}(f) \right] = R^a_{yx}(\tau) \frac{\sin(\pi \Delta f \tau)}{\pi \Delta f \tau} \approx \sum_{k=1}^{N} A_k R^a_{yx}(\tau - D_k)e^{-j\pi a D_k} \frac{\sin(\pi \Delta f \tau)}{\pi \Delta f \tau}
\]

(25)

where \( \mathcal{F}^{-1}[\cdot] \) denotes the inverse Fourier transform operation and the approximation is close when \( D_k \ll T \). Then, from (25) it follows that the condition \( \Delta f < \lambda / \max_k D_k \) (where the chosen value of \( \lambda \) affects the estimation accuracy) must be satisfied.

From the previous discussion, it follows that for the CYCCOR method the condition \( \max_k D_k \ll T \) must be satisfied, whereas for the SPECCOA, BL-SPECCORR, and Prony methods both \( \max_k D_k < \lambda / \Delta f \) and \( T/\Delta f \gg 1 \) must be satisfied. Therefore, the arrival-time operating range of the CYCCOR method is larger than that of the other methods which utilize the frequency-smoothed cyclic periodograms. Note that, when the two previously mentioned conditions cannot be simultaneously satisfied and CYCCOR is not expected to perform satisfactorily, one can obtain coarse estimates of the \( D_k \)'s by the CYCCOR technique, thereby identifying the intervals \( (D_{k0} - \lambda / \Delta f, D_{k0} + \lambda / \Delta f) \) where the \( D_k \)'s lie. Then, one of the other methods can be applied by utilizing the smoothed cyclic periodogram \( S^a_{yx}(f) \Delta f \) (with \( y(t) \triangleq y(t + D_{k0}) \)) so that

\[
R^a_{yx}(\tau) \frac{\sin(\pi \Delta f \tau)}{\pi \Delta f \tau} \approx e^{j\pi a D_{k0}} R^a_{yx}(\tau + D_{k0}) \frac{\sin(\pi \Delta f \tau)}{\pi \Delta f \tau}
\]

(26)

provided that the \( D_{k0} \)'s are sufficiently smaller than \( T \).

As regards the implementation of the cyclic Prony procedure presented in Section 3, since \( N \) is generally unknown and, moreover, the data are noisy, one uses a predictor of higher order, say \( N_0 \gg N \), by assuming \( N_0 = M/2 \), as recommended by Kay and Marple in [15].

With reference to the implementation of step 1, to gain greater immunity against the added noise in the data, the weights \( \lambda_m \) are evaluated [8, 10] by solving (using the standard least-squares: "pseudoinverse" method) the system constituted not only by the forward prediction equations (19) in their finite collection time versions

\[
\tilde{H}_n^\alpha \triangleq - \sum_{m=1}^{N_0} \tilde{\gamma}_m^\alpha \tilde{H}_n^{\alpha - m} \quad n = N_0, N_0 + 1, \ldots, M - 1
\]

(27a)

but also by the backward prediction equations

\[
\tilde{H}_n^\alpha \triangleq - \sum_{m=1}^{N_0} \tilde{\gamma}_m^\alpha \tilde{H}_n^{\alpha + m} \quad n = 0, 1, \ldots, M - N_0 - 1.
\]

(27b)

Tilde identifies, here and in the following, quantities obtained by measurements over a finite collection time and \( \tilde{\cdot} \) denotes approximation in the least-squares sense.

As regards step 3 of the procedure, a modification aimed at assuring more accurate estimates can be introduced [8, 10]. More specifically, the estimates of \( b^0_k \) are obtained by considering the system constituted not only by the finite collection time versions of the \( M \) equations (16)

\[
\tilde{H}_n^\alpha \triangleq \sum_{k=1}^{N_0} b^\alpha_k \tilde{\gamma}_k \quad n = 0, 1, \ldots, M - 1
\]

(28a)

but also by the \( M \) equations

\[
\tilde{H}_n^\alpha \triangleq \sum_{k=1}^{N_0} b^\alpha_k \tilde{\gamma}_k \quad n = 0, 1, \ldots, M - 1.
\]

(28b)

Note that, in the ideal case of infinite collection time \( T \) (i.e., noise-free samples \( H^\alpha_n \)), the system (28b) is equivalent to (28a), whereas, for finite collection time, this is not true, in that the roots \( \tilde{\gamma}_k \) do not necessarily lie on the unit circle.
The modified cyclic Prony technique considered here has been referred to as the improved cyclic Prony method [10].

5 SIMULATION RESULTS

The simulation results presented here are aimed at substantiating the tolerance of the cyclostationarity-exploiting methods to severely corruptive noise and interference and at quantitatively assessing their performances. The superiority with respect to the conventional techniques, which utilize measurements of the power spectra (i.e., \( \alpha = 0 \)), is also corroborated.

The estimates of the conventional and cyclic spectra have been carried out by discretizing both time and frequency with sampling increments \( T_s = T/(K-1) \) and \( F_s = 1/T \) and by using \( K = 2^{13} \). The ES is a binary phase-shift-keyed (BPSK) signal with carrier frequency \( f_s = 0.125/T_s \), baud rate \( \alpha = 0.03125/T_s \), and full-duty-cycle rectangular envelope. It exhibits cyclostationarity with cycle frequencies \( \alpha = k\alpha_0 \) and \( \alpha = \pm 2f_0 + k\alpha_0 \) for all integers \( k \) such that \( \alpha \neq 0 \). In all experiments, a two-path channel with \( A_1 = A_2 = 1 \) is considered.

The first experiment qualitatively shows that, unlike the corresponding conventional techniques, the CYCCOR, SPECOA, and BL-SPECCORR methods exhibit a high tolerance to noise and correlated interference. The interference-plus-noise \( n(t) \) and \( m(t) \) contain additive white Gaussian noise (AWGN) components independent from each other, whose discretized versions have equal power. Moreover, to introduce correlation between \( n(t) \) and \( m(t) \), it is assumed that an interfering BPSK signal contaminates \( s(t) \) and that the multipath signal is corrupted by a delayed version of the same interfering signal with a delay \( D_1 = (D_1 + D_2)/2 \). This BPSK interfering signal has carrier frequency \( f_t = 0.101/T_s \), baud rate \( \alpha_t = 0.02325/T_s \), and full-duty-cycle rectangular envelope. The cyclic spectra utilized here are those with \( \alpha = 2f_0 \) and the ATs are fixed at \( D_1 = 314T_s \) and \( D_2 = 454T_s \), so that both \( (7) \) and \( (10) \) are satisfied and, then, nonoverlapping replicas are expected.

Figures 1–3 present results referring to a single trial of the experiment for a signal-to-noise ratio for \( x(t) \) (SNR\(_x\)) and a signal-to-interference ratio for \( x(t) \) (SIR\(_x\)) both fixed at 0 dB. More specifically, Fig. 1a shows the magnitude of the normalized cyclic cross-correlogram \( |R_{x,y}^{\tau}(\tau)| / |R_{x,x}^{\tau}(0)| \) as a function of \( \tau/T_s \). The AT estimates \( \hat{D}_1 \) and \( \hat{D}_2 \) are essentially error free, whereas the SAs are estimated with an error of about 2% for \( A_1 \) and 1% for \( A_2 \). The graph of Fig. 1b shows the failure of the conventional \( (\alpha = 0) \) cross-correlation method owing to the presence of a replica centered at \( D_1 \). For the SPECOA, BL-SPECCORR, and their corresponding conventional methods, which have been implemented (here and in the following) with a smoothing product \( T\Delta f = 100 \), analogous behavior is shown in Figs. 2 and 3, although less accurate amplitude estimates are obtained by the BL-SPECCORR method. Note that BL-SPECCORR and its corresponding conventional method have been implemented by assuming \( B_0 = 2\alpha_0 \) and \( f_0 = 0 \), for \( \alpha = 2f_0 \), and \( f_0 = f_0 \) for \( \alpha = 0 \).

---

\(^1\)Once SNR\(_x\) and SIR\(_x\) are fixed, the assumptions made yield the values of SNR\(_y\) and SIR\(_y\).
The results confirm the capability of the cyclic methods to provide, unlike the corresponding conventional methods, accurate estimates in severely corruptive correlated interference environments. In particular, SPECCOA outperforms CYCCOR for the AT estimate, but CYCCOR is superior to SPECCOA for the SA estimate. Moreover, both methods outperform BL-SPECCORR in both AT and SA estimates. The peak at SIRx = 5 dB in $\epsilon_{D_S}$ of BL-SPECCORR is caused by insufficient reliability, as was confirmed by results obtained on the basis of 600 trials. Finally, note that, here and in the following, the curves referring to $\epsilon_{D_{S}}$ and $\epsilon_{A_{L}}$ are not reported since they are very close to those concerning $\epsilon_{D_{S}}$ and $\epsilon_{A_{L}}$ (respectively).
the channel are corrupted only by the independent AWGNs considered in the first experiment. Figures 6 and 7 present the RMSEs $\varepsilon_{D_0}$ and $\varepsilon_{A}$, computed on the basis of 400 trials, versus SNR. As regards the AT estimate (Fig. 6), both cyclic and conventional methods work well for high SNR; for low SNR, vice versa, only SPECCOA is competitive with the corresponding conventional technique. With reference to the SA estimate (Fig. 7), the conventional methods are far inferior to the corresponding cyclic methods and, moreover, CYCCOR significantly outperforms both SPECCOA and BL-SPECCORR.

To test the behavior of the methods when both independent noises and correlated interferences are present, the first experiment has again been considered. The performances from 400 trials are shown in Figs. 8 and 9, which present $\varepsilon_{D_0}$ and $\varepsilon_{A}$ (respectively) as functions of SIR for SNR = 0 dB. The expected superiority of the cyclic methods with respect to the conventional ones is confirmed. Moreover, the SPECCOA technique largely outperforms both CYCCOR and BL-SPECCORR methods in the AT estimation, whereas the CYCCOR method provides the most accurate SA estimates.

To analyze the influence of the smoothing window width $\Delta f$ on the performance of both SPECCOA and BL-SPECCORR methods, 400 trials of the first experiment were made for various values of $\Delta f$ for SNR = -8 dB and SIR = -5 dB. The results showed that very small and very large values of $\Delta f$ must be avoided. The former lead to inadequate smoothing (see (24)), the latter provide a correlation tapering window width too small to assure (see (25)) a satisfactory estimation accuracy. The optimum value of $\Delta f$ for $\alpha = 2f_0$ was approximately $f_0/10$. 

The third experiment is aimed at assessing the performance of the estimation methods under consideration when the measurements at the input and the output of the channel are corrupted only by the independent AWGNs considered in the first experiment. Figures 6 and 7 present the RMSEs $\varepsilon_{D_0}$ and $\varepsilon_{A}$, computed on the basis of 400 trials, versus SNR. As regards the AT estimate (Fig. 6), both cyclic and conventional methods work well for high SNR; for low SNR, vice versa, only SPECCOA is competitive with the corresponding conventional technique. With reference to the SA estimate (Fig. 7), the conventional methods are far inferior to the corresponding cyclic methods and, moreover, CYCCOR significantly outperforms both SPECCOA and BL-SPECCORR.
As regards the Prony techniques presented in the previous sections, to qualitatively compare their performances, the first experiment has again been considered. In this case, however, accounting for the fact that the Prony methods are more sensitive to noisy measurements than the other methods, a smoothing product $T \Delta f = 1000$ rather than 100 has been utilized and higher SNR$_x$ and SIR$_x$ have been used. The true ATs can be chosen closer than those considered in the previous methods since in this case no condition on the AT separation must be satisfied. Therefore, in the experiment they have been fixed at $D_1 = 3T_s$ and $D_2 = 10T_s$. Moreover, accounting for the regions of support of the BPSK cyclic spectrum in the bifrequency $(f, \alpha)$ plane [4], the equispaced samples $\hat{H}_x^n$ of the channel transfer function have been selected in the spectral band $|f| \leq 1/2T_s - |\alpha|/2$. Finally, since the value of $\Delta f_c$ and, hence, the number of samples $M$ must be chosen according to the constraint $2\Delta f_c < 1/\max_x D_x$ to avoid phase ambiguity (see (18b)), in the experiment $M = 32$ and, hence, $N_0 = 16$ have been used.

Figure 10 presents results for a single trial with SNR$_x = 3$ dB and SIR$_x = 5$ dB. In particular, Fig. 10a shows that the improved cyclic Prony (ICP) method, utilizing cyclic spectra with $\alpha = 2f_0$, provides fully satisfactory estimates, in that two values of amplitudes ($\tilde{A}_1 = 0.96$ and $\tilde{A}_2 = 1.08$) are significantly greater than all others and close to the actual values and the corresponding arrival times ($\hat{D}_1 = 3.24T_s$ and $\hat{D}_2 = 10.05T_s$) are very close to the true values. Figure 10b presents the results of the cyclic Prony method, which evaluates the $\delta_f^n$'s (and, hence, the $A_i$'s)
Prony technique (i.e., the one utilizing measurements based on the power spectra), even though the modification of step 3 has been used here.

An experiment, which differs from the previous one in that the interfering BPSK signal and the ES have the same carrier frequency \( f_c = f_0 = 0.125/T_s \) but different baud rates \( (\alpha_1 = 0.0625/T_s \text{ and } \alpha_2 = 0.03125/T_s) \), has also been considered. In such a case, since (6a) and (6b) do not hold for \( \alpha = 2f_0 \), a cyclic frequency related to the baud rate of the ES must be used and, therefore, \( \alpha = \alpha_2 \) has been chosen. Figure 11 presents the results (referring again to a single trial) obtained by the ICP method with reference to \( \text{SNR}_s = 7 \text{ dB} \) and \( \text{SIR}_s = 0 \text{ dB} \). The results are fully satisfactory, unlike those (not reported here for the sake of brevity) obtained by the (not improved) cyclic Prony method and the conventional Prony technique.

To carry out a statistical performance analysis of the Prony methods, we still refer to the last two experiments. The performances are evaluated in terms of the sample mean normalized integrated square error \( \epsilon_H \) (computed on the basis of 400 trials) on the reconstruction of the multipath-channel transfer function:

\[
\epsilon_H \triangleq \frac{E \left[ \int_0^{1/2T_s} \left| H(f) - \tilde{H}(f) \right|^2 df \right]}{E \left[ \int_0^{1/2T_s} |H(f)|^2 df \right]} \tag{29}
\]

where \( \tilde{H}(f) \) is the reconstructed transfer function, obtained from the estimates \( \tilde{A}_k \) and \( \tilde{D}_k \) \((k = 1, 2, \ldots, N_0)\), and \( E \) denotes sample mean.
With reference to the first of the two experiments, Fig. 12 shows the behavior of $\epsilon_H$ versus SIR, for all considered Prony techniques. The ICP method is the only one that can assure satisfactory performance. Such a result is confirmed (Fig. 13) with reference to the second experiment where the ES and the interfering signal have the same carrier frequency.

Finally, let us consider an experiment aimed at comparing all cyclostationarity-based methods in terms of arrival-time resolution and operating range. The ES and the noise and interference environment are those utilized to obtain the results shown in Figs. 1–3. As in the previous experiments, the smoothing product $T \Delta f$ has been fixed at 100 for the SPECCOA and BL-SPECCOR techniques, and at 1000 for the ICP method. With reference to $\text{SNR}_x = \text{SIR}_x = 5 \, \text{dB}$, Figs. 14 and 15 present the RMSEs $\epsilon_D$ and $\epsilon_A$, respectively, computed on the basis of 400 trials, as functions of the normalized arrival-time separation $\Delta D/T_s$ between the true values of the ATs. The ICP method exhibits a resolution largely greater than those of comparable CYCCOR and SPECCOA methods, which are superior to that of the BL-SPECCOR technique. Moreover, the results show that CYCCOR and, especially, SPECCOA can assure satisfactory performances also in the presence of partially overlapped replicas, i.e., when the conditions (7) and (10) are not satisfied. As regards the arrival-time operating range, the CYCCOR method, as expected, largely outperforms the other methods, which utilize frequency-smoothed cyclic periodograms. In particular, the ICP method exhibits the smallest arriving-time operating range since a very large smoothing product $T \Delta f$ has been adopted to assure adequately accurate spectrum estimates.
6 CONCLUSIONS

This article provides a tutorial review of recently proposed methods for multipath-channel identification. By exploiting the cyclostationary property of the exciting signal, these methods ideally (for infinite collection time) remove the effects of noise and interfering signals present at the input and the output of the channel. Simulation results have shown that, unlike the conventional techniques, the cyclostationarity-exploiting methods can assure satisfactory performances in severely corrupted noise and interference environments, such as when the interfering signals are comparable to, or greater than, the exciting signal in spectral density level and bandwidth and/or when they exhibit an arbitrarily high degree of temporal correlation. As regards the comparison among the cyclic methods in terms of multipath-parameter estimation accuracy, the SPECCOA and improved cyclic Prony methods are the least and the most (respectively) sensitive to noise and interference effects. Moreover, both the CYCCOR and BL-SPECCOR techniques significantly outperform the improved cyclic Prony method. This last technique, however, exhibits an arrival-time resolution capability that is much greater than those (comparable) of the CYCCOR and SPECCOA methods, which are significantly superior to that of the BL-SPECCOR method. Finally, as regards the arrival-time operating range, the CYCCOR method is strongly superior to the SPECCOA and BL-SPECCOR techniques, and, even more, to the improved cyclic Prony method.

APPENDIX

The optimization problems stated in (9) and (13) can both be formulated as the minimization, with respect to $\gamma_1, \gamma_2, \ldots, \gamma_N$ and $\beta_1, \beta_2, \ldots, \beta_N$, of

$$\int_{-\infty}^{+\infty} W_a(f) \left[ \frac{S_a^o(f)}{S_a(f)} - \sum_{k=1}^{N} \gamma_k e^{-j2\pi(f+\omega_k)\beta_k} \right]^2 df$$

$$= \int_{-\infty}^{+\infty} |W_a(f)|^2 \left[ \frac{S_a^o(f)}{S_a(f)} \right]^2 df$$

$$+ \sum_{l=1}^{N} \sum_{h=1}^{N} \gamma_l \gamma_h \int_{-\infty}^{+\infty} |W_a(f)|^2 e^{-j2\pi(f+\omega_l/2)(\beta_l-\beta_h)} df$$

$$- 2 \sum_{l=1}^{N} \gamma_l \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_a^o(f)}{S_a(f)} e^{j2\pi(f+\omega_l/2)\beta_l} df \right\}.$$  

In (A-1), the weighting function $W_a(f)$ is equal to $S_a^o(f)$ when SPECCOA is considered, whereas, for BL-SPECCOR, it assumes a value of unity in the support band for $S_a^o(f)$ and a value of zero otherwise.
By equating to zero the derivatives of (A-1) with respect to \( \gamma_k \) and \( \beta_k \) \( (k = 1, 2, \ldots, N) \), one obtains the system of \( 2N \) equations in \( 2N \) unknowns

\[
\sum_{k=1}^{N} \gamma_k \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 e^{-j2\pi(f+\alpha/2)\tau} d\tau \right\} \bigg|_{\tau=\beta_k-\beta_k} - \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \right\} \bigg|_{\tau=\beta_k} = 0
\]

(A-2)

\[
\sum_{k=1}^{N} \gamma_k \text{Re} \left\{ \left[ \frac{\partial}{\partial \tau} \int_{-\infty}^{+\infty} |W_a(f)|^2 e^{-j2\pi(f+\alpha/2)\tau} d\tau \right]_{\tau=\beta_k-\beta_k} \right\} - \text{Re} \left\{ \left[ \frac{\partial}{\partial \tau} \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \right]_{\tau=\beta_k} \right\} = 0.
\]

(A-3)

The solution of such a system is very difficult. However, the problem is greatly simplified if one assumes that the true values \( D_k \) satisfy the resolution relations

\[ |D_k - D_k| \geq d_{\tau} \quad \forall k; \quad k, \tau = 1, 2, \ldots, N \]

where \( d_{\tau} \) is the width of the autocorrelation function

\[ r_{\tau\tau}(\tau) \triangleq \int_{-\infty}^{+\infty} |W_a(f)|^2 e^{j2\pi f \tau} df. \]  

(A-5)

In fact, on this assumption, the optimization is performed under the constraint

\[ |\beta_k - \beta_k| \geq d_{\tau} \quad \forall k; \quad k, \tau = 1, 2, \ldots, N \]

(A-6)

which leads to

\[
\left[ \int_{-\infty}^{+\infty} |W_a(f)|^2 e^{-j2\pi(f+\alpha/2)\tau} d\tau \right]_{\tau=\beta_k-\beta_k} = \left[ e^{-j\pi\alpha \tau} r_{\tau\tau}(-\tau)\right]_{\tau=\beta_k-\beta_k} = 0 \quad \forall \neq k.
\]

(A-7)

Consequently, from (A-2) and (A-3) it follows that

\[
\gamma_k = \frac{1}{\int_{-\infty}^{+\infty} |W_a(f)|^2 d\tau} \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\beta_k} d\tau \right\}
\]

(A-8)

\[ k = 1, 2, \ldots, N \]

Equations (A-8) show that the \( \gamma_k \)'s can be determined once the \( \beta_k \)'s have been evaluated. Moreover, accounting for (6a) and (A-5), one has

\[
\int_{-\infty}^{+\infty} \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \right\} d\tau = 0
\]

\[ \int_{-\infty}^{+\infty} |W_a(f)|^2 d\tau \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \bigg|_{\tau=\beta_k} = 0, \quad k = 1, 2, \ldots, N. \]  

(A-9)

\[
\int_{-\infty}^{+\infty} \text{Re} \left\{ \int_{-\infty}^{+\infty} |W_a(f)|^2 \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \right\} d\tau = 0
\]

\[ \int_{-\infty}^{+\infty} |W_a(f)|^2 d\tau \frac{S_{\gamma\gamma}(f)}{S_x(f)} e^{j2\pi(f+\alpha/2)\tau} d\tau \bigg|_{\tau=\beta_k} = 0, \quad k = 1, 2, \ldots, N. \]  

(A-10)

In other words, in (A-10) each of the \( N \) nonoverlapping replicas of \( \text{Re} \left\{ r_{\tau\tau}(\tau - D_k) \right\} \) presents a peak at \( \tau = D_k \). Then, accounting for (A-8) and (A-9), the ATs and STSs can be estimated by locating and measuring the maximum of each replica in (A-10) where, of course, the cyclic spectra are replaced by their estimates.

Finally, we note that, for the SPECCOA method, the width \( d_{\gamma} \) of the autocorrelation function \( r_{\tau\tau}(\tau) \) is twice the width \( d_{\eta} \) of \( r_{\tau\tau}(\tau) \). For the BL-SPECCOR method, \( d_{\gamma} \) is not finite, but one can obtain useful approximations by assuming \( d_{\gamma} = 2d_{\eta} \).
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Abstract

Recent work by Gardner [1] and Tong, Xu, and Kailath [2] presents novel techniques that exploit cyclostationarity for channel identification in QAM data communication systems. In this article, we investigate the identifiability of linear time-invariant (LTI) channels based on the use of second-order cyclic statistics. Using a frequency-domain approach, we show that channel identification is achievable for a class of linear channels without the need for pilot signals or other special assistance from the transmitter. We also study the identification of linear ratioally parameterized channels from cyclic spectral measurements. Since the estimation of second-order statistics requires less data compared to the estimation of higher-order statistics, faster algorithms can be realized by exploiting the cyclostationarity of the channel output. Moreover, channel identification based on cyclic statistics does not preclude Gaussian or near-Gaussian inputs.
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1 INTRODUCTION

Blind adaptive channel equalizers eliminate the need for training signals in digital communication systems when the transmission of a training sequence is impractical or very costly [3, 4, 5]. This ability of blind startup enables a blind equalizer to start its self-adaptation or to self-recover from system breakdowns, during which the equalizer may have lost track of the desired parameter settings, without special assistance from the transmitter.

This article summarizes the work to date on blind equalization and channel estimation and studies possible alternatives to traditional solutions by utilizing the cyclostationarity of communication signals. This presentation describes various approaches and some shortcomings in the traditional solution to the blind equalization problem. Through the investigation of channel identifiability based on cyclostationary statistics of the channel output, the possible future development of some simpler and faster blind channel estimation methods is illustrated.

Most blind equalization schemes begin by sampling the channel output at the baud rate [3, 4, 6] to produce a stationary channel output sequence for processing. Consequently, blind channel identification based on input/output statistics (without direct access to the channel input) must require the use of higher than second-order statistics [3] since second-order statistics are sufficient only to recover the magnitude but not the phase of the channel transfer function. Some well-known blind equalization schemes based on explicit or implicit use of higher-order statistics can be found in [3, 4, 7, 8, 9, 10, 11, 12, 13]. Because of the large amount of data necessary to estimate higher-order statistics, algorithms based on higher-order statistics tend to be rather slow.

It is important to note, however, that the actual analog channel outputs of pulse-amplitude-modulated (PAM) and quadrature-amplitude-modulated (QAM) systems are in fact cyclostationary processes instead of stationary. Thus a very important question arises as to whether it is possible to identify the unknown linear channel based solely on the second-order (cyclic) statistics of the cyclostationary channel output. Gardner [1] recently investigated the use of the second-order cyclic spectrum in channel identification and proposed a scheme requiring the use of a training period during which the unknown training sequence is transmitted at a very low rate. Based on a certain rank condition of the channel convolution matrix, Tong, Xu, and Kailath [2] also proposed an effective finite impulse response (FIR) channel identification scheme by using the second-order cyclostationary autocorrelation of the channel output sampled at a rate higher than the baud rate.

While the work of Gardner [1] and Tong, Xu, and Kailath [2] opened up possibilities for a class of new blind equalization schemes, the key issue that still needs to be addressed is whether, in principle, second-order statistics alone can be sufficient for blind channel identification without training. Motivated by [1] and [2], this article, along with Article 5, is aimed at establishing channel identifiability based on second-order cyclic spectra and at deriving various conditions under which blind channel identification can be accomplished. It is shown that for a class of channels with limited phase variations, such as those with rational transfer functions, the channel dynamics can be identified through the use of cyclic spectra of the cyclostationary channel output signal. Thus, in contrast to blind equalizers for baud-spaced time samples, which require the use of higher-order statistics, the channel output signal sampled at higher than the baud rate can contain important second-order statistical information for channel identification. Since second-order (cyclic) statistics require less data for estimation, faster algorithms can be devised by exploiting the cyclostationarity of the channel output.

This article is organized as follows: In Section 2 the problem of blind equalization and channel estimation is outlined. The best-known and most popular approaches using higher-order statistics are briefly described and some key weaknesses associated with various approaches are pointed out. In Section 3 the cyclostationarity of the channel output signal to be processed is clarified, and the possible use of the cyclostationary statistics for blind channel estimation is addressed. It is shown that while, in general, an arbitrary channel phase cannot be identified based on cyclostationary statistics alone, the identifiability of a class of practical channels can be established. In Section 4, a new parametric channel identification scheme based on the use of cyclostationary statistics is presented. The proof of its feasibility corroborates the results in [2] and shows a potentially fruitful new research direction in the development of future blind equalization strategies. Simulation results are given in Section 5. Although most of our analysis is carried out in the frequency domain, a time-domain approach is presented in Article 5.

2 FUNDAMENTALS OF BLIND CHANNEL EQUALIZATION AND IDENTIFICATION

2.1 Channel Equalization in QAM Systems

The complex baseband model for a typical QAM data communication system, as shown in Fig. 1, simply consists of an unknown linear time-invariant (LTI) channel, which represents all the interconnections between the transmitter and the receiver. The baseband-equivalent transmitter generates a sequence of complex-valued random input data \( \{ s_n \} \), each element of which comes from a finite complex alphabet \( \mathcal{A} \) (or constellation) of QAM symbols. The data sequence \( \{ s_n \} \) is sent through a baseband-equivalent complex LTI channel whose output \( x(t) \) is observed by the receiver. The function of the receiver is to restore the original data \( \{ s_n \} \) from the observation \( x(t) \) by outputing a sequence of estimates for \( \{ s_n \} \).

The complex LTI communication channel is assumed to be causal with impulse response \( h(t) \). The input/output relation for the QAM system can be written as

\[
x(t) = \sum_{k=-\infty}^{\infty} s_k h(t - kT - t_0) + w(t), \quad s_k \in \mathcal{A},
\]

where \( T \) is the symbol baud period. The noise \( w(t) \) is stationary, white, and independent of the channel input \( s_n \), but not necessarily Gaussian. When the distortion caused...
by a nonideal LTI channel is significant, as is often the case in practice, equalization is needed to remove the intersymbol interference (ISI) at the sampling instants. Due to the presence of ISI, the recovery of the input signal sequence \( s_n \) requires that the channel impulse response \( h(t - t_0) \) be identified. The channel identification process is explicit in nonlinear channel equalization schemes such as the decision feedback equalizer (DFE) and the maximum-likelihood sequence estimator (MLSE) and implicit in linear equalizers where the channel inverse is identified.

2.2 Blind Channel Equalization/Identification Based on Stationary Statistics

In traditional blind equalization systems, the channel output is sampled at the known baud rate \( 1/T \). The sampled channel output

\[
x(nT) = \sum_{k=\infty}^{\infty} s_k h(nT - kT - t_0) + w(nT) = s_n \oplus h(nT - t_0) + w(nT)
\]

(2)

is a stationary process. Using the notation \( x_n \triangleq x(nT) \), \( w_n \triangleq w(nT) \), and \( h_n \triangleq h(nT - t_0) \), the relationship (2) can be written as a noisy discrete convolution

\[
x_n = \sum_{k=\infty}^{\infty} s_k h_{n-k} + w_n.
\]

(3)

The function of the receiver is to restore the original data \( \{s_n\} \) from the observation \( \{x_n\} \).

The discrete channel transfer function is defined by

\[
H(q^{-1}) = \sum_{n=0}^{\infty} h_n q^{-n},
\]

(4)

where \( \{h_n\} \) is the discrete impulse response of the channel. When the channel is noiseless and ideal with no ISI such that only one nonzero element exists in the sequence \( \{h_n\} \) (Nyquist I Criterion), the channel output becomes

\[
x_n = h_m s_{n-m}, \quad h_m \neq 0,
\]

which is simply a scaled version of the input with finite integer delay \( m \). The difficulty arises when the channel is imperfect such that more than one nonzero element exists in the channel impulse response \( \{h_n\} \). In this case, undesirable ISI is introduced at the channel output \( x_n \) from which a simple memoryless decision device may not be able to recover the original data sequence.

In blind equalization the original sequence is unknown to the receiver except for its probabilistic or statistical properties over the known alphabet \( \mathcal{A} \). Since both the channel input \( s_n \) and the channel impulse response \( h_n \) are unknown, traditional minimum-mean-squared-error approaches are not applicable due to the lack of a reference or training signal. Blind equalization or channel estimation is necessary to restore \( s_n \) or to identify \( h_n \) from the channel output without direct measurement of the channel input data. The following summary of facts about stationary blind channel equalization is taken from [3]:

1. A mixed-phase linear dynamical channel is identifiable from its output (and knowledge of the distribution of its input) only when the input is not Gaussian.
2. Second-order statistics alone are insufficient for blind equalization or estimation of channels with mixed phase.
3. Most practical QAM systems employ a complex-valued constellation \( \mathcal{A} \) which has symmetrical properties such that the constellation is \( k\pi/2 \)-rotation-invariant. Thus, blind channel equalization or estimation will be subjected to a phase ambiguity of \( k\pi/2 \).

Blind channel equalization and estimation methods based on higher-order statistics (HOS) generally belong to two distinct classes, which shall be referred to as explicit HOS methods and implicit HOS methods. Because stationary blind deconvolution of nonminimum phase systems must rely on the use of HOS, all existing blind equalization and estimation algorithms based on baud-rate data samples can be thus classified depending on their direct or indirect computation of higher-order statistics.

2.3 Blind Adaptive Equalization Algorithms: Implicit HOS Methods

A linear channel equalizer is a linear filter \( G(q^{-1}) \) that is applied to the channel output in order to eliminate its ISI by essentially cancelling the channel dynamics. All the ISI is removed if

\[
H(q^{-1})G(q^{-1}) = c q^{-m}, \quad c \neq 0
\]

(5)

for some integer \( m \). The desired response of (5) can be rewritten as

\[
G(q^{-1}) = c q^{-m} H^{-1}(q^{-1}),
\]

(6)

which means that the equalizer attempts to achieve the inverse of the channel transfer function with a possible gain difference and/or a constant time delay.

The objective of the blind equalizer is to adjust its parameter vector \( \theta \) such that the desired response (6) can be achieved. The key in the development of a blind equalizer is therefore to design the rule for self-adjustment or adaptation. Clearly,
a blind equalizer adaptation scheme needs to minimize some special type of cost function, other than mean-squared error (MSE), which implicitly exploits higher-order statistics of the channel output. Consequently, almost all existing blind adaptive equalization algorithms are designed as stochastic gradient descent (SGD) schemes to update the parameter vector by seeking to minimize some special (non-MSE) mean cost functions that do not involve the use of the original input $x_n$ but still reflect the current level of ISI in the equalizer output. The mean cost function is defined by

$$J(\theta) = E[\Psi(z_n)],$$  \hspace{1cm} (7)

where $\Psi$ is a real-valued scalar cost function of $z_n$. The mean cost function $J(\theta)$ should be at its minimum when $\theta$ is such that $z_n = e^{j\theta}a_{n-m}$.

With mean cost functions defined, stochastic gradient descent algorithms can be used to adjust the equalizer parameters [3]. A blind equalizer can be defined either by the cost function $\Psi$ or, equivalently, by its derivative $\psi$ which is called the error function since it resembles the role of a prediction error in the least mean square (LMS) algorithm. The design of blind equalization now translates to the selection of the function $\Psi$ (or $\psi$) such that local minima of $J(\theta)$ correspond to significant removal of ISI.

Although adaptive algorithms have been developed for channel equalization with training since the early work of Lucky [14], the first well-known implicit HOS method for blind adaptive equalization was presented by Sato [7] in 1975. This rather heuristic method was later extended and analyzed by Benveniste, Goursat, and Rubet [3] in their seminal work of 1980. In 1982, Godard presented his well-known algorithm [4], which also generalized Sato’s work for QAM systems by providing a class of cost-functions to be minimized. A similar scheme, known as the “constant modulus algorithm” (CMA), was also developed separately by Treichler and coworkers [15, 16] through a property related to the channel output in order to obtain phase information. With few exceptions, existing blind HOS algorithms are various forms of SGD algorithms.

2.4 Explicit HOS Methods for Channel Identification

The use of explicit HOS for blind system equalization originated in geophysics where blind deconvolution was needed for non-Gaussian inputs. In explicit HOS methods, the second-order statistics, namely, estimates of the power spectral density, are used to determine the magnitude of the channel transfer function. The phase of the channel is determined from the higher-order statistics of the channel output. Due to the symmetry of QAM constellations, the lowest order of the cumulants of the channel output signal that can be used for phase identification is the fourth order. For a simple illustration, the relationship between the phase $\Psi(\omega_1, \omega_2, \omega_3)$ of the tri-spectrum (fourth-order spectral cumulant) and the phase $\Phi(\omega)$ of the channel for zero-mean, independent identically distributed (i.i.d.) and non-Gaussian input can be written as

$$\Psi(\omega_1, \omega_2, \omega_3) = \Phi(\omega_1) + \Phi(\omega_2) + \Phi(\omega_3) - \Phi(\omega_1 + \omega_2 + \omega_3).$$  \hspace{1cm} (8)

This relationship can be exploited to extract the phase of the channel $\Phi(\omega)$.

The first detailed study of explicit HOS methods was presented by Donoho in [27] in which theoretical analysis and extension were provided for the rather ad hoc minimum entropy deconvolution approach of Wiggins [28]. Based on the relationship between the cumulants of input and output signals of a linear time-invariant system given by Brillinger and Rosenblatt [29] and by Kuznetsov, Stratonovich, and Tikhonov [30, 31], various identification methods were proposed to identify the impulse response of linear systems with autoregressive moving average (ARMA) models. Some well-known studies on HOS blind deconvolution include those by Liu and Rosenblatt [32], Tugnait [11, 33], Giannakis and Mendel [34], Nikias [10], Giannakis and Swami [35], Mendel and Swami [36], Friedlander and Porat [12], and Hatzinakos and Nikias [13]. In addition to two tutorial papers given by Nikias and Raghuveer [38] and Mendel [37], as well as the references therein, other related work can be found in the two special issues on higher-order statistics [39, 40].

2.5 Limitations of HOS-Based Methods

The implicit and explicit HOS methods based on the baud-rate sampled channel output can be generally effective, judging from successes reported by various authors. Nevertheless, they also exhibit some critical weaknesses such as the possible convergence of some algorithms to local minima [41] and the sensitivity to timing jitter [42].

One particularly important limitation of HOS-based methods is the slow rate of convergence due to the need for accurate time-average approximations of higher-order statistics. Time-average approximation of higher-order statistics demands a much larger number of data samples than that required for second-order statistics. In order to maintain similarly low estimation bias and variance for $n$-th order statistics, the required amount of data increases almost exponentially with the order $n$ [43]. Since channel identification requires at least fourth-order statistics, slow rate of convergence is typical of HOS-based blind equalization and channel estimation algorithms.

Typically, several thousands of data samples are needed for the success of existing blind equalization and channel estimation schemes. The resulting delay in equalization cannot be accommodated in many practical communication systems. In land mobile communications, for example, such a delay can make it impossible to track the time-varying channel, or at least represents a loss of several seconds of useful information, which could potentially oblitrate other advantages of the no-training, blind equalization system. This problem can be further exasperated when
certain coding schemes utilized by the channel input may cause the channel output to have near zero fourth-order cumulants [44], resulting in the need for even higher order statistics whose approximations are even harder to obtain. By contrast, adaptive equalizers with training take only a few hundred data samples to converge. Clearly, the slow convergence exhibited by the existing blind equalization schemes is detrimental to their widespread application in many data communication areas such as mobile communications where rapid adaptivity is essential.

3 CYCLOSTATIONARITY OF THE CHANNEL OUTPUT SIGNAL

3.1 Second-Order Statistics of the Cyclostationary Channel Output

Although the use of higher-order statistics is necessary for the identification of non-minimum phase channels based on channel outputs sampled at the baud rate, the actual channel output $x(t)$ as in (1) is cyclostationary instead of stationary. It can be verified that for a stationary channel input $s_n$ and noise $w(t)$ with autocorrelation functions

$$R_s[k-l]=E[s_n s^*_n], R_w(t_2-t_1)=E[w(t_1)w^*(t_2)],$$

we have

$$R_s(t_1,t_2) = E[x(t_1)x^*(t_2)] = \sum_{l=-\infty}^{\infty} \sum_{m=-\infty}^{\infty} R_s[k-l]h(t_1-kT-t_0)h^*(t_2-lT-t_0) + R_w(t_2-t_1) \tag{9}$$

where the symbol duration $T$ is the fundamental period of the cyclostationary process. Hence, failure to identify the channel phase using second-order statistics of the stationary channel-output baud-rate samples does not necessarily imply failure for second-order cyclic-statistics of the analog cyclostationary channel output signal or the channel output sampled at a rate higher than the baud rate.

The notation for second-order statistics of cyclostationary processes used here generally follows that in the pioneering work of Gardner [45, 46]. Specifically, for cyclostationary process $x(t)$ with fundamental period $T$, the cyclic autocorrelation function is defined by

$$R_x^q(\tau) = \frac{1}{T} \int_{-T/2}^{T/2} R_x\left(t + \frac{\tau}{2}, t - \frac{\tau}{2}\right) e^{-j2\pi\alpha t} dt, \quad \text{where} \quad \alpha = k/T. \tag{10}$$

Correspondingly, the spectral-correlation density (SCD) is given by

$$S_x^q(j\omega) = \int_{-\infty}^{\infty} R_x^q(\tau) e^{-j\omega \tau} d\tau. \tag{11}$$

For the QAM signal $x(t)$ of (1), the SCD can be shown to relate to the input power spectral density (PSD) and the frequency response of the channel through the expression [45]

$$S_x^q(j\omega) = \frac{1}{2} H(j\omega + j\pi\alpha)H^*(j\omega - j\pi\alpha)S_s(j\omega + j\pi\alpha)e^{-j2\pi\alpha t} + S_w^q(j\omega), \tag{12}$$

in which

$$H(j\omega) = \int_{-\infty}^{\infty} h(t) e^{-j\omega t} dt$$

is the channel frequency response and

$$S_s(j\omega) = \sum_{k=-\infty}^{\infty} R_s[k] \exp(-j\omega kT) \tag{13}$$

is the PSD of the stationary channel input sequence $s_n$. Note that for white stationary noise $w(t)$, we have

$$S_w^k(j\omega) = \int_{-\infty}^{\infty} R_w^k(\tau) e^{-j\omega \tau} d\tau = \delta[k].$$

If the channel input $s_n$ is i.i.d. with zero mean, its autocorrelation function is simply

$$R_s[k] = E[s_{n+k}s^*_n] = E[|s_n|^2] \delta[k], \tag{15}$$

and its PSD is a constant $S_s(j\omega) = R_s[0] = E[|s_n|^2]$.

3.2 Channel Identiability Based on the Channel Output SCD

The objective here is to study the possibility of identifying the channel frequency response $H(j\omega)$ from the SCD of the channel output $x(t)$. Without loss of generality, the discussion is limited to the case of a zero-mean and i.i.d. input. Thus, since the magnitude of $H(j\omega)$ can be identified from the PSD of the channel output, our objective is to identify the phase of $H(\omega)$ from

$$S_x^k(j\omega) = \frac{R_s[0]}{T} H\left[j\left(\omega + \frac{\pi k}{T}\right)\right] H^*\left[j\left(\omega - \frac{\pi k}{T}\right)\right] \exp\left(-j\frac{2\pi k t_0}{T}\right). \tag{16}$$

It is apparent that our discussion can be applied also to correlated channel inputs if the correlation is known.

Let $\Psi_k(j\omega)$ be the phase of SCD $S_x^k(j\omega)$ and $\Phi(\omega)$ be the phase of the frequency response $H(j\omega)$. For $k \neq 0$, the following relationship between the two phases can be expressed according to (16) by

$$\Psi_k(\omega) = \Phi\left(\omega + \frac{\pi k}{T}\right) - \Phi\left(\omega - \frac{\pi k}{T}\right) - \frac{2\pi k t_0}{T}, \quad k = \pm 1, \pm 2, \ldots \tag{17}$$
For an arbitrary channel, the above equations indexed by \( k \), in which phase unwrapping is necessary to obtain \( \Psi_k(\omega) \), are the only sources of phase information. Clearly, \( \omega_0 \) can at best be identified as modulo \( T \). For analytical simplicity, it is temporarily assumed that \( \omega_0 \) is known. The identifiability of \( \Phi(\omega) \) from \( \Psi_k(\omega) \) can be better illustrated through a cepstral approach. Let

\[
\psi_1(\tau) \triangleq \frac{1}{2\pi} \int_{-\infty}^{\infty} \left[ \Psi_k(\omega) + \frac{2\pi k \omega_0}{T} \right] e^{j\omega \tau} d\omega,
\]

(18)

\[
\phi(\tau) \triangleq \frac{1}{2\pi} \int_{-\infty}^{\infty} \Phi(\omega) e^{j\omega \tau} d\omega.
\]

(19)

We have from (17)

\[
\psi_k(\tau) = \phi(\tau) \exp(-j\pi k\tau/T) - \phi(\tau) \exp(j\pi k\tau/T)
\]

\[
= -2j \phi(\tau) \sin(\pi k\tau/T).
\]

(20)

From this particular relationship we can make the following observations:

- No cepstral channel phase information can be extracted when

\[
sin(\pi k\tau/T) = 0, \text{ or when } \tau = mT/k, \quad m \in \mathbb{Z},
\]

(21)

where \( \mathbb{Z} \) is the set of integers. Therefore, an arbitrary channel transfer function cannot be completely identified from the cyclostationary statistics alone.

- It is clear from (20) that no additional phase information can be extracted from the SCD by setting \( k = \pm 2, \pm 3, \ldots \). Consequently, we simply consider the use of the SCD with \( k = 1 \) which has the largest support region.

Theoretically, most of the imaginary cepstrum of \( H(j\omega) \) can be identified through

\[
\phi(\tau) = \frac{\psi_1(\tau)}{2\sin(\pi \tau/T)},
\]

(22)

except for \( \tau = mT \). If \( \phi(\tau) \) is bounded at \( \tau = mT \), the \( L_2 \)-normed error between the true phase and the phase estimate from (22) will be zero since the set \( \{ \tau: \tau = mT \} \) has zero measure. However, when \( \phi(\tau) \) is not bounded at \( \tau = mT \), the channel phase cannot be determined even theoretically. For example, if \( \phi(\tau) \) has an impulse at \( \tau = mT \), then correspondingly \( \Phi(\omega) \) will contain a sinusoidal part with frequency \( mT \) (e.g., \( \cos(mT\omega) \)) and the \( L_2 \)-normed phase error can be infinite. It is in fact clear from (17) that the SCD contains no information about any oscillatory phase content with frequency \( mT \). This fact is reinforced in Article 5 where it is shown that discrete channels with zeros uniformly spaced on a circle (resulting in oscillatory phase content) cannot be identified. In a recent private communication, the author learned that similar results were also independently obtained earlier by Gardner.

In practical communication systems, channels are effectively bandlimited. It is therefore reasonable to consider the special case where

\[
\Phi(\omega) = \hat{\Phi}(\omega) + c_1 \sgn(\omega) + c_2, \quad c_1, c_2 \in \mathbb{R},
\]

(23)

in which \( \hat{\Phi} \) is bounded and has finite support \( (\omega_1, \omega_2) \) and \( \mathbb{R} \) is the set of real numbers. Based on (17) and (23), \( \omega_0 \) can be identified as modulo \( T \) from

\[
\psi_1(\omega_2 + \frac{\pi}{T}) = \Phi(\omega_2 + \frac{2\pi}{T}) - \Phi(\omega_2) - \frac{2\pi \omega_0}{T} = -\frac{2\pi \omega_0}{T}.
\]

(24)

Hence \( \psi_1(\tau) \) can be determined and it satisfies the following relationship

\[
\psi_1(\tau) = -2j \sin(\pi \tau/T) \left[ \hat{\phi}(\tau) - \frac{c_1}{j\pi \tau} + c_2 \delta(\tau) \right],
\]

(25)

where \( \hat{\phi} \) is the inverse Fourier transform of \( \Phi \). Both \( \hat{\phi} \) and \( \Phi \) have finite energy according to Parseval's Theorem. Therefore the only source of estimation error from using (22) lies in our inability to determine \( c_2 \), which is merely a constant phase shift. Thus in theory, the phase of bandlimited channels satisfying the assumption (23) can be identified from cyclostationary statistics except for a possible constant phase ambiguity.

The preceding argument establishes the theoretical identifiability of bandlimited channels. In practice, however, the estimate \( \hat{\phi}(\tau) \) will be highly inaccurate whenever \( \tau \approx mT \). Moreover, due to the bandwidth limitation of the channel, the support of the SCD is finite and is typically small. It becomes necessary, therefore, to estimate the missing information through interpolation assuming the continuity of \( \phi(\tau) \) or through a parametric approach in which we define a parametric model for the channel and identify the unknown parameters from cepstral phase information obtained for values of \( \tau \) sufficiently far removed from those points where \( \sin(2\pi \tau/T) = 0 \). In the following section, we describe one such parametric method.

4 PARAMETRIC CHANNEL IDENTIFICATION

4.1 Basic Assumptions and the Uniqueness of the SCD Model

It is assumed that the channel transfer function is given or can be closely approximated by the following rational transfer function

\[
H(j\omega) = Ae^{-j\omega_0 M} \prod_{i=1}^{M} \frac{j\omega - z_i}{j\omega - p_i}, \quad M \leq N.
\]

(26)

The orders of the channel model \((M, N)\) should be no less than those of the actual rational channel. It is required that the channel be strictly stable such that all of its poles are inside the stability region \((Re(p_i) < 0)\). It is also required that the channel transfer function have no allpass factor. The channel bandwidth \( \omega_0 \) is required to be above the minimum bandwidth \( \omega_0 > 1/2T \) needed for zero ISI.

The identification of the channel transfer function makes use of the following resultant rational function model for the SCD
\[ S_{z}^{A/k} j(\omega) = A^2 \frac{R_{x}[0]}{T} \exp[-j2\pi \mathcal{K}(t_0 + t_d)/T] \]
\[ \prod_{i=1}^{M} [j(\omega + \pi k/T - z_i) / j(\omega - \pi k/T) - z_i^*] \]
\[ \prod_{i=1}^{N} [j(\omega + \pi k/T - p_i) / j(\omega + \pi k/T) - p_i^*] \]

It has \(2N\) poles that are not on the imaginary axis in the complex plane \(C\) because of the stability condition \(\text{Re}(p_i) < 0\). Thus the complex rational function \(S_{z}^{A/k}(j\omega)\) is analytic on a complex open set \(\Omega\), which includes the entire real axis. The following well-known lemma [47] can therefore be invoked:

**Lemma 4.1.1** If \(S_1(z)\) and \(S_2(z)\) are two analytic functions in a region \(\Omega\) and if \(S_1(z) = S_2(z)\) for all \(z\) in some set that has a limit point in \(\Omega\), then \(S_1(z) = S_2(z)\) \(\forall z \in \Omega\).

\(S_{z}^{A/k}(j\omega)\) is therefore uniquely determined by its values given over any frequency (open or closed) interval. In other words, the complex function \(S_{z}^{A/k}(j\omega)\) is uniquely specified by
\[ S_{z}^{A/k}(j\omega), \quad \omega \in [\omega_1, \omega_2] \subset \mathbb{R}. \]

This property is the key to extracting phase information from the limited support of the SCD. In practice, however, the smaller the length \(\omega_2 - \omega_1\) (of the interval) is, the more accurate the estimate of \(S_{z}^{A/k}(j\omega)\) on this interval must be.

### 4.2 Identifiability

It is clear that the channel poles can be identified from the PSD
\[ S_{x}^{0}(j\omega) = A^2 \frac{R_{x}[0]}{T} \prod_{i=1}^{M} [j(\omega - z_i^2) + N_0] \]
\[ \prod_{i=1}^{N} [j(\omega - p_i^2)] \]

by finding the roots of its denominator except for those allpass factors that have \(p_i = -z_i^*\). Since it is required that the channel have no such pole/zero relationship, the approach to channel identification proposed here is to first identify the poles from the PSD and then to identify all the zeros based on the cyclostationary information contained in the SCD \(S_{z}^{A/k}(j\omega)\).

Given that all \(N\) poles have been identified, the function defined by
\[ D_{z}^{A/k}(j\omega) = \prod_{i=1}^{M} [j(\omega + \pi k/T - z_i) / j(\omega - \pi k/T) - z_i^*] \]
\[ \prod_{i=1}^{N} [j(\omega + \pi k/T - p_i) / j(\omega + \pi k/T) - p_i^*] \]

can be calculated. It follows from (27) that the zeros of \(D_{z}^{A/k}(j\omega)\) are shifted (parallel to the imaginary axis) versions of the zeros of the transfer function and their reflections about the imaginary axis; that is, their locations are given by
\[ \pm \text{Re}(z_i) + j \text{Im}(z_i) = j\pi k/T, \quad i = 1, 2, \ldots, M. \]

The fact that \(D_{z}^{A/k}(j\omega)\) is a complex polynomial function of the complex variable \(j\omega\) is essential to the identification procedure presented here.

### 4.3 Remarks

The major cause of ISI is the limited bandwidth of the channel. From the channel output SCD given in (16), the bandwidth limitation of \(H(j\omega)\) can also cause the SCD \(S_{z}^{A/k}(j\omega)\) to be negligible over most of the Nyquist band \([-1/2T, 1/2T]\). However, since it is assumed that the unknown channel does have bandwidth higher than the minimum Nyquist bandwidth, i.e., \(B > 1/2T\), and since the support band of the SCD is given (from (16)) by
\[ S_{z}^{A/k}(j\omega) \neq 0, \quad |\omega| < 2\pi(B - 1/2T), \]

Without loss of generality, \(k > 0\) is chosen. Then the following procedure can be adopted:

1. Find the set of all zeros of \(D_{z}^{A/k}(j\omega)\) and label it \(U_M\);
2. Find the element \(a_M\) in \(U_M\) that has the maximum imaginary part—if it is not unique, arbitrarily choose one—to obtain
\[ \text{Im}(\beta_M) = \text{Im}(a_M) - \pi k/T \quad \text{and} \quad \text{Re}(\beta_M) = -\text{Re}(a_M); \]
3. Form a new set \(U_{M-1}\) by removing two zeros,
\[ U_{M-1} = U_M - \{\pm \text{Re}(\beta_M) + j \text{Im}(\beta_M) \mp j\pi k/T\}; \]
4. Repeat steps 2 and 3 for \(U_i, \quad i = M - 1, M - 2, \ldots, 1\) to identify all \(M\) zeros of the channel transfer function \(H(j\omega)\),
\[ a_i = \text{Arg} \max_{x \in \Omega} \text{Im}(x), \]
\[ \text{Im}(\beta_i) = \text{Im}(a_i) - \pi k/T \quad \text{and} \quad \text{Re}(\beta_i) = -\text{Re}(a_i); \]
\[ U_{i-1} = U_i - \{\pm \text{Re}(\beta_i) + j \text{Im}(\beta_i) \mp j\pi k/T\}. \]

This procedure identifies all the zeros of the channel transfer function. Once the poles and zeros of \(S_{z}^{A/k}(j\omega)\) are identified, the combined attenuation factor \(|A|R_{x}[0]\) and the combined delay \(t_0 + t_d\) modulo \(T\) can also be identified. Hence, from the SCD \(S_{z}^{A/k}(j\omega)\) of the received channel output signal, the zeros of the channel transfer function can be uniquely identified, and the attenuation factor \(|A|\) can also be identified if \(R_{x}[0]\) is known (from the knowledge of the symbol constellation). But the exact delay \(t_d\) cannot be identified. Although \(k\) can be any positive integer, it is best to rely on \(S_{z}^{A/k}(j\omega)\) since it has the largest support. The ambiguity of a possible linear phase term \(\phi_k\) is not crucial to the objective of recovering the input sequence \(s_n\) since we have identified the delayed channel impulse response \(h(t - t_0)\). On the other hand, the sign ambiguity in \(|A|\) is inherent in the blind identification/equalization problem when all odd-order cumulants of the channel output are zero [11].
then the SCD of the channel output is, in general, nonzero over the frequency interval $(1/2T - B, B - 1/2T)$ and can be used to parametrically determine the function $S^0_{\text{ch}}(j\omega)$ which can then be used to identify the linear channel.

The constructive proof of rational parametric channel identifiability based on second-order cyclic statistics outlines a procedure for channel identification based on the SCD. Essentially, $S^0_{\text{ch}}(j\omega)$ and $S^1_{\text{ch}}(j\omega)$ are first parametrically determined from data via SCD estimation. The channel transfer function $H(j\omega)$ is then identified from the poles, zeros, and attenuation factor of the SCD models. This method is used only to illustrate the concept and should not be taken as an effective approach.

Although it was assumed that the channel has no allpass factor, this condition can be relaxed if the allpass poles do not cause any pole-zero cancellation in $H(j\omega + j\pi\alpha)H^*(j\omega - j\pi\alpha)$. Under this relaxed condition, the poles of $D^0_{\text{ch}}(j\omega)$ can also be identified using the same procedure as that used for identifying its zeros.

For stationary signals and systems, if the input is Gaussian or nearly Gaussian, it then becomes impossible to identify the unknown channel and to deconvolve the unknown input. However, if a cyclostationary output is available, the result obtained herein shows that even when the input is Gaussian, channel identification and blind deconvolution can still be accomplished based on second-order cyclic statistics. This feature has practical importance since recent work [44] has shown that certain constellation shaping tends to make the channel input nearly Gaussian.

5 SCD ESTIMATION AND SIMULATION

5.1 Computing the SCD

The computation of the SCD can be conveniently accomplished from discrete-time samples of the channel output $x(t)$.

$$x(n\Delta) = \sum_{k=-\infty}^{\infty} s_k h(n\Delta - kT + t_0) + w(n\Delta), \quad s_k \in A,$$

(32)

where $\Delta$ is the sampling increment. This is a discrete-time cyclostationary process when $T/\Delta$ is an integer greater than unity. Its cyclic autocorrelation function and SCD can be estimated using the estimators

$$\hat{R}^n_x(l\Delta) = \frac{1}{2N + 1} \sum_{n=-N}^{N} x(n\Delta + l\Delta)x^*(n\Delta)\exp(-j2\pi\alpha(n + l/2)\Delta)$$

(33)

$$\hat{S}^n_{\text{ch}}(j\omega) = \sum_{l=-M}^{M} \hat{R}^n_x(l\Delta)e^{-jul\Delta}$$

(34)

where $N > T/\Delta$ and $N > M$ must be satisfied sufficiently strongly for reliability (low variance) and $M$ must be sufficiently large for spectral resolution (low bias) [48]. The sampling interval $\Delta$ must be sufficiently small to avoid spectral aliasing (see [46]). Once $\hat{S}^n_{\text{ch}}(j\omega)$ is obtained, a parametric model $S^0_{\text{ch}}(j\omega)\theta$ with known orders can be fitted to $\hat{S}^n_{\text{ch}}(j\omega)$ using the method of least squares (or some other method) for $\alpha = 0$ and $\alpha = 1/T$. The resulting parameter vector $\theta$ can then be used for pole/zero channel identification.

Several FFT-based smoothing methods for computing the SCD that are computationally more efficient than the direct method used here (34) are available. The details of these algorithms are given in [48, 49].

5.2 Simulation Example

We simulated a noiseless binary phase-shift-keyed (BPSK) $(s_k = \pm 1)$ signal in which the data rate was 1 Kbits/s. The linear channel was a mixed phase channel with four poles and two zeros, one of which was in the right-half plane. The channel impulse response is given by

$$h(t) = 10e^{-900t}\sin(1200t + 2.1475) - 12.8151e^{-1200t}\sin(900t + 2.4286), \quad t \geq 0.$$  

(35)

The channel output was sampled at 16 kHz. Stationary white Gaussian noise was also added to the channel output. Channel identification results were obtained for 1024, 256, and 644 input symbols, respectively, corresponding to the use of $N = 8192$, 2048, and 512 in the estimator (33). $M = 16$ was adopted in the SCD estimator (34) for all three cases. The nonlinear least square fit was accomplished through gradient descent search initialized with a linear least square fit.

In Fig. 2, the actual channel frequency response $H(j\omega)$ is shown indicating its lowpass feature. The true channel impulse response $h(t)$ is shown in Fig. 3 along with the channel estimates based on 256 symbols (4096 data samples) and channel output signal-to-noise ratio (SNR) of 20 dB. The performance of identification based on different numbers of data samples and SNRs is made by computing the normalized mean squared error (NMSE) of the channel response estimate $\hat{h}(t)$.

$$\text{NMSE} = \frac{E[||\hat{h}(t) - h(t)||^2]}{||h(t)||^2},$$

(36)

where the average $E$ is over 50 simulation runs. The comparison of NMSE is given in Fig. 4. Although asymptotically the stationary noise should not affect channel identification, the effect of strong noise (SNR = 10 dB) is evident for finite data length. Overall, good identification results are obtained from cyclostationary statistics even with only 256 input symbols and an SNR of 20 dB. Such a short data set would be insufficient for most identification methods based on higher-order statistics.
6 CONCLUSIONS

The cyclostationarity of the QAM channel output can be used for blind identification of unknown channels. By merely using the second-order cyclic statistics or cyclic spectra of the channel output, the phase as well as the magnitude of a class of transfer functions for lowpass rational channels can be identified. The potential advantage of using second-order statistics for blind equalization is the significant improvement in convergence rate compared to algorithms based on higher-order statistics. Although the identification procedure presented here is used only to illustrate the identifiability of rationally parameterized channels and may not be efficient, the identifiability result may lead to future development of highly effective and fast algorithms based on second-order statistics only. To this end, the recent results of Tong, Xu, and Kailath [2] are very encouraging. More work is needed to develop effective channel identification and equalization systems utilizing cyclostationarity, and to extensively show actual advantages for algorithms based on second-order cyclic statistics in achieving fast and global convergence of blind adaptive equalizers. Finally, it is expected that schemes combining cyclostationary higher-order statistics might have more potential for improving the speed and accuracy of blind channel equalizers.
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Abstract

A time-domain approach to blind channel identification and equalization is described in this article. Based on the second-order cyclostationary statistics, the time-domain approach provides a faster convergence rate than most techniques based on higher-order statistics. An explicit formula for the identification of possibly nonminimum phase FIR channels is given. Such an approach can be applied to the identification and equalization of multipath channels using an array of receivers. A connection between the time-domain approach and the frequency-domain approach presented in Article 4 is also explained.

1 INTRODUCTION

The frequency-domain approach of Article 4 provides insight into some new blind channel identification and equalization methods. However, a time-domain approach [10] is perhaps simpler as far as the implementation is concerned. Here we present an overview of this method and explore its relationship to frequency-domain concepts.

The main features of the time-domain approach can be summarized as follows:

1. The algorithm provides an explicit identification of possibly nonminimum phase finite impulse response (FIR) channels.
2. The algorithm is insensitive to the uncertainties associated with timing recovery. This is achieved by exploiting the signal subspace structure and by sampling the received signal at a rate higher than the baud rate, an idea perhaps first used in fractionally spaced equalization [14].
3. The algorithm can be used to initialize various adaptive schemes, and the equalized output can be used to facilitate decision feedback adaptation. The identified channel can be used to implement a maximum-likelihood sequence estimator [2] to further reduce intersymbol interference (ISI).
4. The algorithm relies on only the second-order statistics of the received signal. Therefore, it requires fewer symbols than most other schemes suggested to date which rely on higher-order statistics. This property also implies that the algorithm can be used to estimate rapidly varying channels.
5. There is no restriction imposed on the probability distribution of the source symbols. The random source can be real or complex, continuous or discrete, or even Gaussian.
6. The algorithm can be extended easily to incorporate multiple receivers. This feature is most attractive for wireless communication where spatial diversity is particularly important.

2 EXPLOITATION OF CYCLOSTATIONARITY IN THE TIME DOMAIN

2.1 A Time-Domain Formulation

For time-invariant communication channels, a discrete-time baseband model of a digital QAM (quadrature-amplitude-modulation) system is given by

\[ r(t) = \sum_{k=-\infty}^{\infty} s_k(t - kT), \quad x(t) = r(t) + w(t), \quad (1) \]

where \( x(t) \) is the received signal; \( \{s_k\} \) is the sequence of information symbols; \( h(\cdot) \) is the discrete-time "composite" channel impulse response including shaping filters at the transmitters, channel dispersion, and receiving filters; \( T \) is the symbol interval, and \( w(\cdot) \) is an additive noise process.

The objective of blind channel identification is to identify \( h(\cdot) \) given only the received signal \( x(\cdot) \) and some a priori information about the transmitted signal. Once such identification is achieved, the estimation of the information symbols \( \{s_k\} \) becomes more or less a solved problem, and various channel equalization and symbol-sequence estimation techniques can be applied.

The following is assumed throughout the presentation:

A1: The symbol interval \( T \) is a known integer and \( T > 1 \).
A2: The channel has a finite impulse response (FIR).
A3: \( E(s_k s'_l) = \delta(k - l) \).
A4: \( w(\cdot) \) is zero mean, uncorrelated with \( \{s_k\} \), and
\[ E(w(t_1)w^*(t_2)) = \sigma^2 \delta(t_1 - t_2). \]

As a general notational convention, symbols for matrices (in capital letters) and vectors are in boldface; the symbols \((\cdot)^H\), \((\cdot)^T\), \((\cdot)^*\), and \((\cdot)^\dagger\) stand for hermitian transpose, transpose, complex conjugate, and the Moore-Penrose generalized inverse, respectively; the symbols \( \mathbf{I} \) and \( \theta \) stand for the identity and zero matrices with appropriate dimensions, respectively; and \( E(\cdot) \) denotes the probabilistic expectation.

2.2 A Stationary Representation of Cyclostationary Processes

One of the important properties of a cyclostationary process is that it can be represented by a set of jointly stationary processes. Several stationary representations were derived by Gardner and Franks [4], the simplest of which is the special case of the translation series representation (TSR) that is obtained by sampling the received signal. Such a representation leads naturally to a time-invariant vector linear regression model of the channel, as we shall now explain.
As illustrated by Fig. 1, an important observation is that, under assumption A2, the signal space of the observation restricted to any finite time interval \( I \) (referred to as an *observation interval*) is a finite dimensional linear space spanned by a finite number of time-shifted copies of \( h(\cdot) \). As shown in Fig. 1, consider the received (noise-free) signal \( r(\cdot) \) in an observation interval \( I_0 = (t_0, t_0 + L) \) for some finite \( L \). The signal space is spanned by \( h(t - K_0 T), \ldots, h(t - (K_0 + (d - 1)) T) \) with the \( h(t - i T) \) being restricted to \( (t_0, t_0 + L) \). It is then not surprising that this observation leads to a linear regression model of the channel.

\[ r(i) = H s(i), i = 0, 1, \ldots \]

along with the following constraints:

1. \( H \) is an \( m \times d \) complex matrix of full column rank.
2. \( s(i) \) is a zero-mean stationary vector process with the matrix of autocorrelation functions
   \[ R_s(k) = E[s(i)s^H(i - k)] \]
   of the form
   \[ R_s(k) = \begin{cases} J^k & k \geq 0 \\ (J^H)^k & k < 0, \end{cases} \]
   where \( J \) is the \( d \times d \) shifting matrix
   \[ J = \begin{pmatrix} 0 & 0 & \cdots & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix} \]

The objectives of blind channel identification and equalization are to identify \( H \) (channel identification) and to estimate \( s(i) \) from \( x(i) \) (channel equalization).

Remarks

1. In most practical cases, the rank constraint on \( H \) can be satisfied by sufficiently fast sampling combined with choosing a sufficiently large \( m \), or by designing the pulse shaping filter in the transmitter properly. As we shall see in Section 3.3, unless the channel is unidentifiable from second-order cyclostationary statistics, the full-rank condition can always be satisfied.
2. The idea of sampling the received signal at a rate higher than the symbol rate has been used in fractionally spaced equalization (FSE), and is known to provide robustness to timing recovery uncertainties [14].
3. Equations (8–9) are a direct consequence of A3 and (4).
In what follows, an algebraic approach is used to establish channel identifiability and an identification algorithm. To provide some insight into the derivation, it is noted that because of the special forward-shift structure of the correlation matrices of the source, the rank of $E[r(t)r^H(t-k)] = H R_s(k)H^H$ decreases as $k$ increases. On the other hand, the range space of $R_s(k) = E[r(t)r^H(t-k)]$ is spanned by the columns of the channel parameter matrix $H$. It is the change in the rank of $R_s(k)$ that provides the information for the identification of the column vectors of $H$ and, consequently, the identification of the channel.

The following theorem given in [10] provides an identifiability result and suggests an explicit identification algorithm.

**Theorem 1** Let $R_s(0)$ have the following singular value decomposition (SVD),

$$U^H R_s(0) U = \text{diag}(\sigma_1, \ldots, \sigma_d, 0, \ldots, 0).$$  \hspace{1cm} (10)

Let $u_i$ denote the $i$th column of $U$, and let

$$U_s = [u_1, \ldots, u_d], \quad \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_d), \quad F = \Sigma^{-1}U_s^H.$$  \hspace{1cm} (11)

Let $R = FR_s(1)F^H$ have an SVD of the form

$$[y_1, \ldots, y_d]^H R [z_1, \ldots, z_d] = \text{diag}(y_1^2, \ldots, y_d^2).$$  \hspace{1cm} (12)

Then there exists a real phase $\phi$ such that

$$H = U_s \Sigma Q e^{i\phi},$$  \hspace{1cm} (13)

where

$$Q = [y_d, R y_d, \ldots, R^{(d-2)} y_d],$$ \hspace{1cm} (14)

or, equivalently,

$$Q = [(R^H)^{(d-2)} z_d, (R^H)^{(d-1)} z_d, \ldots, z_d].$$ \hspace{1cm} (15)

The proof of this theorem, given in [10], may be obtained by first assuming that $H$ is orthogonal. We then have

$$R_s(1) = HJH^H.$$  \hspace{1cm} (16)

When $H$ is orthogonal, the right-hand side of the above equation is in fact a Jordan decomposition of $R_s(1)$. This leads to a recursive relation among the column vectors of $H$. The first column vector of $H$ turns out to be the left singular vector associated with the (unique) zero singular value, which results in the identifiability of $H$. The matrix $H$ is of course not orthogonal in general. However, a commonly used transform defined by $F$ in (11) can be applied to orthogonalize $H$.

3.2 Algorithm Implementation with Noisy Data

Theorem 1 provides the essential parts for proposing a blind channel identification algorithm. Although the previous development was based on a noise-free model, it is not hard to think of ways of handling additive white noise. In particular, the ideas now widely used in sensor array processing (see e.g., [15]) can be used. For the vectorized process $x(i)$ satisfying

$$x(i) = Hs(i) + w(i),$$ \hspace{1cm} (17)

the correlation matrix $R_s(k)$ is given by

$$R_s(k) = HR_s(k)H^H + R_w(k).$$ \hspace{1cm} (18)

Under the assumption of white noise, the noise correlation matrix $R_w(k)$, for $k > 0$, has the form

$$R_w(k) = E[w(i)w^H(i-k)]$$ \hspace{1cm} (19)

$$= \sigma_w^2 I_k.$$ \hspace{1cm} (20)

Note that the superscript $T$ in (20) denotes the baud period. Although neither the noise covariance, nor the signal space dimension $d$ is known a priori, they can be obtained from the data covariance matrix $R_s(0)$. That is, it can be shown that the SVD of $R_s(0)$ has the form

$$U^H R_s(0) U = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d)$$ \hspace{1cm} (21)

where $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_d > 0$. Therefore, both $\sigma_w^2$ and $d$ can in principle be obtained by determining the most significant singular values of $R_s(0)$. In practice, a threshold test can be employed to determine $d$, and then to estimate $\sigma_w^2$ from the singular values of the estimated data covariance matrix. Readers are referred to [5] and [16] for suitable methods. Once the noise covariance $\sigma_w^2$ is determined, the identification procedure suggested in Theorem 1 can be easily extended to handle noisy data by subtracting the corresponding noise correlation matrices from the observation correlation matrices.

The identification algorithm is first outlined and some important technical points of the algorithm are addressed.

### 3.2.1 A Blind Channel Identification and Equalization Algorithm

The proposed algorithm consists of the following seven steps:

1. Select a sufficiently large $m$ and form the observation vector $x(i) = [x(iT), x(iT-1), \ldots, x(iT-m+1)]^T$.
2. Estimate $R_s(0)$ and $R_s(1)$ from $x(i)$ by time averaging,

$$\hat{R}_s(0) = \frac{1}{N} \sum_{i=1}^{N} x(i)x^H(i),$$ \hspace{1cm} (22)

$$\hat{R}_s(1) = \frac{1}{N} \sum_{i=1}^{N} x(i)x^H(i-1).$$ \hspace{1cm} (23)
3. From $\hat{R}_x(0)$, use the SVD to estimate the noise covariance $\sigma^2$ and the dimension $d$ of the signal space.

4. Compute the SVD of $R_0 = \hat{R}_x(0) - \sigma^2 I$ and form $U_0$ which consists of the singular vectors associated with the $d$ largest singular values, $\Sigma$ which consists of the positive square roots of the $d$ largest singular values, and then form $F = \Sigma^{-1} U_0^H$.

5. Compute the SVD of $\hat{R}_w(0) = F(\hat{R}_x(1) - \hat{R}_w(1)) F^H$, where

$$\hat{R}_w(1) = \sigma^2 I_d^T.$$  \hspace{1cm} (24)

Let $y_d$ and $z_d$ denote the left and right singular vectors corresponding to the smallest singular value of $R$. 

6. Form an estimate of $H$ (and consequently $h(\cdot)$ if necessary) using the formula

$$\hat{H} = U_0 \Sigma Q,$$  \hspace{1cm} (25)

where

$$Q = [y_d, R_0 y_d, \ldots, R^{(d-1)} y_d]$$  \hspace{1cm} (26)

or, equivalently,

$$Q = [(R^1)^{d-1} z_d, (R^1)^{d-2} z_d, \ldots, z_d]$$  \hspace{1cm} (27)

or a certain combination of the above. For example, one can reduce the error propagation caused by $R^k$ and $(R^1)^k$ by using (26) for the first $d/2$ columns of $Q$ and using (27) for the last $d/2$ columns of $Q$.

7. Extract the information symbols using the estimator

$$\hat{x}(i) = \hat{H}^H x(i)$$  \hspace{1cm} (28)

$$= Q^H F x(i).$$  \hspace{1cm} (29)

or by implementing any equalizer or maximum-likelihood estimation scheme that is based on the estimated channel.

### 3.3 Connections Between the Time-Domain and Frequency-Domain Approaches

Insight can be gained by examining the connection between the time-domain identification results presented here and a frequency-domain solution. Recall from Article 4 that the cyclic spectrum\(^1\) (or spectral correlation density) $S_X^T(j\omega)$ of the observation is related to the channel frequency response $H(j\omega)$ by

$$S_X^{kT}(j\omega) = H(j\omega) H^*(j\omega - 2\pi k/T) + \sigma^2 \delta(k).$$  \hspace{1cm} (30)

\(^1\)Note that the definition of the cyclic spectrum used here differs from the original definition in [3] which is used in Article 4 by a shift in the frequency in the amount of $\delta$ radian/sec. Also, the cycle frequency parameter in [3] and Article 4 has units of Hertz.

For notational convenience, the product in (30) is denoted by

$$\Gamma^k(\omega) = H(j\omega) H^*(j\omega - 2\pi k/T).$$  \hspace{1cm} (31)

These functions can be estimated by estimating the spectral correlation densities ($k \neq 0$) and power spectral density ($k = 0$). In the $z$-domain, this leads to the following identification equation

$$\Gamma^k(z) = H(z) H^*(z) \frac{1}{z^{k}}, \quad k = 0, \ldots, T - 1.$$  \hspace{1cm} (32)

The problem of channel identification is then equivalent to identifying $H(z)$ using $\Gamma^k(z)$, which can be approached by identifying the zeros of $H(z)$ from those of $\Gamma^k(z)$. The following theorem was given in [11].

**Theorem 2** The channel transfer function $H(z)$ is uniquely determined (identified) by $\{\Gamma^k(z)\}$ up to a multiplicative constant if and only if $H(z)$ does not have zeros uniformly spaced around a circle with separation of $2\pi / T$ radians. Moreover, if the channel is identifiable,

$$Z(H(z)) = \bigcap_k Z(\Gamma^k(z))$$  \hspace{1cm} (33)

where $Z(H(z))$ stands for the set of zeros of $H(z)$.

The above theorem suggests an identification algorithm in the frequency domain. By estimating the spectral correlation density functions (SCD), the zeros of the channel (assumed to be FIR) can be identified by using (33). However, in comparison to the time-domain approach, such an implementation appears to be more complicated and perhaps more sensitive to noise and estimation error.

Recall that the time-domain result was presented under the assumption that the channel impulse response parameter matrix $H$ has full column rank. In light of the above frequency-domain result, the full-rank condition turns out to be a necessary and sufficient condition. The following theorem from [6, 13] provides an important link between the time-domain and frequency-domain approaches.

**Theorem 3** $H(z)$ has zeros uniformly spaced around a circle with separation of $2\pi / T$ radians if and only if the channel parameter matrix $H$ has linearly dependent columns. In other words, the channel is identifiable if and only if the matrix $H$ has full column rank.

Two approaches can be used to prove this result. The approach by Li and Ding [6] exploits the root structure of the observation process whereas the one of Tong, Xu, and Kailath exploits the fact that $H$ is a Sylvester matrix [9, 13].

### 3.4 A Simulation Example

In this example, the impulse response of a three-ray multipath channel is a weighted sum of delayed raised cosine pulses. A single such pulse is denoted by $c(t, \alpha)$ where
is the roll-off factor. In particular,

\[ h(t) = [c(t, 0.11) - 0.8c(t - 0.5, 0.11) + 0.4c(t - 3, 0.11)]\mathcal{W}_{6T}(t), \]  \hspace{1cm} (34)

where \( \mathcal{W}_{6T} \) is a square window of duration 6 symbol intervals. The resultant impulse response is shown in Fig. 2(a). Among the 23 zeros of the system, there are 21 nonminimum phase zeros. The source symbols were drawn from a 16-QAM signal constellation with a uniform distribution on a rectangular grid.

![Figure 2](image)

**Figure 2:** (a) The impulse response of a three-ray multipath channel. (b) Constellation at the output of the unequalized channel at SNR = 30 dB.

The signal-to-noise ratio (SNR) is defined by

\[ \text{SNR} = 20 \log_{10} \frac{\| r(\cdot) \|_2}{\| w(\cdot) \|_2} \text{ (dB)}, \]  \hspace{1cm} (35)

where \( r(\cdot) \) stands for the \( l_2 \) norm of \( r(\cdot) \). Figure 2(b) is a plot of 1000 output symbols of the unequalized channel at SNR = 30 dB (obtained by sampling the received signal at \( kT, k = 1, 2, \ldots \)). Clearly, the intersymbol interference is severe and a high error rate is expected.

To evaluate the time-domain approach, a Monte Carlo simulation of 100 independent trials was conducted. The sampling frequency was chosen to be 4 times faster than the baud rate, i.e., \( T = 4 \), and five bauds of data were used to form the 20x1 complex vector \( x(t) \). The signal subspace dimension was assumed to be known in the simulation (\( d = 10 \)). At each Monte Carlo run, 100 symbols were used to estimate \( R_s(0) \) and \( R_s(1) \), and the identification algorithm of Section 3.2 was applied. Figure 3 shows the sample mean of 100 estimates and a scatter plot of the channel estimates. For demonstration purposes, the unknown multiplicative constant factor was removed by scaling the estimated channel. Such scaling is of course not possible in practice, nor is it necessary when differential encoding schemes are used.

To measure the performance of the channel estimator, the normalized root-mean-square error (NRMSE) of the estimator

\[ \text{NRMSE} = \frac{1}{\| h \|} \sqrt{\frac{1}{M} \sum_{i=1}^{M} \| \hat{h}_i - h \| ^2} \]  \hspace{1cm} (36)

is used, where \( M \) is the number of Monte Carlo trials (100 in our case), \( h \) is the vector of the channel impulse response, \( \hat{h}_i \) is the estimated channel impulse response vector at the \( i \)-th trial, and \( \| h \| \) stands for the 2-norm of the vector \( h \). Figure 4(a) shows the NRMSE versus SNR.

The Bit-Error Rate (BER) was evaluated as a function of SNR. In this case, a binary phase-shift-keyed (BPSK) source was used to estimate the channel. At each Monte Carlo run, the channel parameter matrix \( H \) was first estimated by the proposed algorithm, and the source symbol vector \( s(i) \) was estimated by a (suboptimal) minimum-variance equalizer given by

\[ \hat{s}(i) = \hat{h}_i^T (\hat{h}_i^T H + \sigma^2 I)^{-1} x(i) = T x(i). \]  \hspace{1cm} (37)

The fractionally spaced equalizer was defined by the row of \( T \) with minimum norm in order to reduce noise enhancement. The output of this equalizer was followed by a baud-rate sampler and a slicer.

At each Monte Carlo run, a fractionally spaced equalizer was obtained, and the probability of bit error was computed (analytically). The BER is defined here as the probability of error averaged over 100 Monte Carlo runs. Figure 4(b) shows the effect of noise on the BER. Whereas the performance is excellent at high SNRs, the error rate is high when SNR is below 25 dB. To achieve better performance, a larger sample size will be necessary.
Figure 3: Monte Carlo Simulation, SNR = 30 dB, 100 symbols were used in each estimation and 100 runs were made. (a) The actual channel (solid) and the sample mean (dashed) of 100 channel estimates. (b) Scatter plot of 100 estimates.

Figure 4: (a) NRMSE vs. SNR for 100 Monte Carlo runs with 100 symbols used for channel estimation in each run. (b) BER vs. SNR for 100 Monte Carlo runs with 100 symbols used for channel estimation in each run.
4 BLIND EQUALIZATION WITH ANTENNA ARRAYS

For an array of receivers, the time-domain approach has a natural extension [12]. Because of the spatial diversity provided by an array of antennas, better equalization performance can be obtained [1]. More importantly, it can be shown [12] that a channel that is not identifiable (by the second-order statistics) when a single receiver is used may be identifiable when an antenna array is employed.

An example of an $M$-channel reception is illustrated in Fig. 5. The signal received at the $j$th receiver is given by

$$x_j(t) = \sum_{k=-\infty}^{\infty} s_k h_j(t - kT) + w_j(t), \quad j = 1, \ldots, M,$$

where $h_j(t)$ is the impulse response from the source to the $j$th receiver. As in (3), each receiver has a vector representation of the form

$$x_j(i) = H_j s(i) + w_j(i).$$

Using the notation $x(i) = [x_1(i), \ldots, x_M(i)]^T$, $H = [H_1', \ldots, H_M']^T$, and $w(i) = [w_1(i), \ldots, w_M(i)]^T$, we have again

$$x(i) = H s(i) + w(i),$$

but with the dimension $m$ in (3) expanded to $mM$ here in (40). The blind channel identification algorithm can be applied directly to equation (40).

![Blind Equalization Algorithm](image)

Figure 5: An antenna-array-based blind equalizer.

Blind Channel Identification and Equalization, Part II

To illustrate the effect of spatial diversity, we consider a three-antenna three-ray specular multipath channel [1]

$$h_j(t) = \alpha_{1j} g(t) + \alpha_{2j} g(t - \tau_1) + \alpha_{3j} g(t - \tau_2), \quad j = 1, 2, 3,$$

where $\tau_1 = 0.75T$, $\tau_2 = 0.875T$, and

$$[\alpha_{1j}] = \begin{bmatrix}
0.3310 & -0.6545i & -1.2125 & -1.7851i & 0.0655 & -0.1734i \\
-0.3081 & -1.1443i & -1.4500 & -0.2900i & -0.1519 & -0.0175i \\
-0.2541 & 0.0529i & -0.2198 & -1.2166i & 0.1321 & -0.2432i
\end{bmatrix}.$$  \hspace{1cm} (42)

Quadrature-phase-shift-keyed (QPSK) modulation is used in this simulation. Again, $g(\cdot)$ is a raised-cosine pulse with 11% roll-off. The impulse response is truncated after 6 symbol intervals. Figures 6(a,b) show the constellations of the outputs of the unequilized channels associated with the first two receivers (the output of the third is similar). The SNR is 20 dB.

![Constellations](image)

Figure 6: Constellations for SNR = 20 dB with 20 symbols used for channel estimation. (a) Unequilized output of receiver no. 1. (b) Unequilized output of receiver no. 2. (c) Equalized output using three receivers. (d) Equalized output using receiver no. 1.

In applying the blind identification algorithm, we experimented with a simple order determination scheme. The dimension of the signal subspace $d$ was chosen
so that the singular value spread is less than 10. In this simulation, the dimension was determined to be \( d = 3 \) (the actual dimension is 6). Figure 6(c) shows the constellation of the equalized channel output when the data from all three receivers were used. Figure 6(d) shows the constellation of the equalized channel output when only the first receiver is active. The improvement obtained by using three receivers results from the spatial diversity.

A Monte Carlo simulation was conducted to evaluate the performance of the three-channel equalizer. The ISI performance measure used is (from [8])

\[
\text{ISI} = \frac{\sum_{k} |h_k(t)|^2 - \max_{k} |h_k(t)|^2}{\max_{k} |h_k(t)|^2},
\]

(43)

where \( h_k(t) \) is the single composite equalized channel impulse response. The number \( N \) of symbols used in the identification process and the SNR were varied. For each \( N \) and SNR, 500 Monte Carlo runs were conducted. Figure 7 is a plot of the averaged ISI (43) vs. SNR. Since blind equalization can be switched to decision-directed equalization when ISI is below 0.1 [7], the simulation results of this experiment suggest that, on the average, 20 symbols are sufficient for SNR > 15 dB, 40 symbols are sufficient for SNR > 10 dB.

5 CONCLUSIONS

Blind equalization is of significant value in many communication problems, and cyclostationarity turns out to hold a key to rapidly converging blind equalization methods. The cyclostationarity properties of communication signals can be exploited in either the frequency domain or the time domain, and this article describes and compares some of the relationships between these two approaches. An explicit algorithm for identification of channels resulting from using either a single-receiver or multiple-receivers is described and the results of initial simulations are very encouraging (see also Chapter 3 in this volume). The multiple-receiver scheme exploits the spatial diversity of an array to enhance the identification performance.
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1 INTRODUCTION

Estimation of the spectral correlation function, also called the cyclic spectrum, is important in a number of signal processing applications. For example, time-difference-of-arrival, signal detection, and modulation recognition techniques based on spectral correlation theory require estimates of the spectral correlation function over some
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region of the bifrequency plane. Some applications demand rapid computation of these quantities, and thus require rapid estimation of the spectral correlation function. If the problem has a priori knowledge of the cycle frequencies of interest, and the number of cycle frequencies is not large, estimation of the spectral correlation function has a computational cost comparable to ordinary spectral analysis. On the other hand, if the cycle frequencies of interest are unknown, then estimation of the spectral correlation function over the entire bifrequency plane can be required. In this case the computational burden can be much greater than it is for ordinary spectral analysis.

The theory and implementation of digital spectral correlation analysis algorithms has been covered in a number of publications. The basic time and frequency smoothing methods of spectral correlation analysis were introduced in [1] and proof of their equivalence was given in [2 and 3]. The additional dimension of cycle frequency, which is absent in ordinary spectral analysis, presents issues peculiar to spectral correlation analysis. In particular, because of the large computational burden in some applications, the computational efficiency of cyclic spectrum estimation algorithms is a central issue and has been the focus of research in this area. The computationally efficient algorithms reviewed in this paper were introduced in [4] and discussed in [5, 6, 7]. They exploit the computational efficiency of the Fast Fourier Transform (FFT) to produce cyclic spectrum estimates efficiently when they are needed over a large portion of the bifrequency plane. The algorithms are generalizations of techniques used previously for measuring the correlation frequency density between sonar signals with unknown relative doppler shift [8, p. 198].

This article reviews the theory behind digital spectral correlation analysis algorithms and describes various aspects of implementing the algorithms. The discussion begins with time smoothing algorithms. In general, FFT based time smoothing algorithms are considered most attractive for computing estimates of the spectral correlation function over the entire bifrequency plane. Two computationally efficient algorithms, the FFT Accumulation Method and the Strip Spectral Correlation Algorithm, are described here. Frequency smoothing methods are generally considered best for computing estimates of the spectral correlation function along lines of constant cycle frequency for moderate numbers of cycle frequencies. In particular, a frequency smoothing algorithm called the Digital Frequency Smoothing Method is useful for this type of estimation problem. Although spectral correlation algorithms are generally classified as time or frequency smoothing, hybrid algorithms (i.e., algorithms that smooth in both time and frequency) can be advantageous in certain applications [9].

2 TIME SMOOTHING ALGORITHMS

We begin our study of time smoothing algorithms with the time smoothed cyclic (cross) periodogram. By itself, the time smoothed cyclic periodogram is not computationally efficient for computing estimates of the spectral correlation function over large regions of the bifrequency plane. However, modification of the time smoothed cyclic periodogram leads to several computationally efficient algorithms. In particu-
be formed by evaluating the time smoothed cyclic periodogram at frequency-cyclefrequency pairs \((f_0, \alpha_0)\) of interest. In many applications, computation of the entire cyclic cross spectrum estimate (i.e., all possible point estimates) using this basic algorithm would require an enormous number of computations. However, the basic algorithm can be used to derive other, more computationally efficient, algorithms.

![Diagram](image)

**Figure 1:** Illustration of the parameters of the time smoothed cyclic periodogram. For clarity of presentation, the magnitude of \(X_T(n, f)\) is illustrated.

Another representation for the estimate produced by the basic time smoothing algorithm can be obtained by manipulating (2) and (3) into the form

\[
S_{xy}^{\alpha_0}(n, f_0)_{\Delta f} = \sum_{q} \sum_{r} m(q, r)x(n-q)r^*(n-r)e^{-i2\pi \alpha_0 n T_s} \tag{6}
\]

where the kernel \(m(q, r)\) is

\[
m(q, r) = \sum_{p} g(p)a(q-p)a(r-p)e^{i2\pi f_0(q-r)T_s}e^{i\alpha_0(q+r)T_s}. \tag{7}
\]

Equation (6) is a quadratic transformation that represents the estimate in terms of the parameters \(f_0, \alpha_0, \Delta t,\) and \(\Delta f.\) Note that all of these system parameters are contained within the kernel \(m(q, r).\) Of greater use in describing algorithms is the rotated Fourier Series Transform (FST) of the kernel

\[
M(\alpha, f) = \sum_{q} \sum_{r} m(q, r)e^{-i2\pi(f+\alpha/2)q}e^{i2\pi(f-\alpha/2)r}T_s. \tag{8}
\]

In terms of the rotated kernel \(M(\alpha, f),\) the estimate is given by

\[
S_{xy}^{\alpha_0}(n, f_0)_{\Delta f} = T_s \sum_{\beta \in \mathbb{R}} \int_{-\Delta f/2}^{\Delta f/2} M(\beta, \nu)S_{xy}^{\beta}(\nu) d\nu e^{i2\pi(\beta-\alpha_0)n T_s} + R(n) \tag{9}
\]

where the first term on the right side is the mean of the left side, the second term is a randomly fluctuating residual, and where \(\mathbb{R}\) is the region \(-f_s/2 < \beta - \alpha_0 \leq f_s/2.\) Equation (9) indicates that cycle features of the underlying cyclic cross spectrum \(S_{xy}(f)\) that are within the domain of \(M(\alpha, f)\) are summed in cycle frequency and integrated in frequency to produce the value of the estimate. Cycle features outside of \(M(\alpha, f)\) do not appear in the estimate.

The relationship between the amplitude scaling of the estimate and the form of the kernel transform is important in connection with the FAM algorithm discussed in the next section. The amplitude scaling of the estimate is determined as follows. In the limit as \(\Delta t \to \infty\) and as \(\Delta f \to 0\) the random residual in (9) disappears, and (9) becomes

\[
\lim_{\Delta f \to 0} S_{xy}^{\alpha_0}(n, f_0)_{\Delta f} = \left[ \lim_{\Delta t \to 0} \lim_{\Delta f \to \infty} T_s M(\alpha_0, f) d\nu \int_{-\Delta f/2}^{\Delta f/2} S_{xy}^{\beta}(\nu) d\nu \right]. \tag{10}
\]

The area under the kernel transform evaluated at \(\alpha = \alpha_0\) scales the amplitude of the estimate. With the weighting functions \(a(n)\) and \(g(n)\) scaled as described earlier, this scaling factor is unity for the unmodified time smoothing algorithm.

Under the condition \(\Delta t \Delta f \gg 1,\) the rotated kernel can be approximated by the separable form

\[
M(\alpha, f) \approx G_{1/\Delta t}(\alpha - \alpha_0)H_{1/\Delta f}(f - f_0). \tag{11}
\]

The functions \(G_{1/\Delta t}(\alpha)\) and \(H_{1/\Delta f}(f)\) are frequency windows and are related in a simple manner to the FSTs of the data tapering windows used to compute the estimate. For example, the basic time smoothing algorithm described by (2) and (3) constitutes a quadratic system and has a kernel transform given by

\[
M(\alpha, f) = G(\alpha - \alpha_0)A(f - f_0 + \frac{\alpha - \alpha_0}{2})A^*(f - f_0 - \frac{\alpha - \alpha_0}{2}) \tag{12}
\]

\[
\approx G(\alpha - \alpha_0)|A(f - f_0)|^2 \text{ for } \Delta t \Delta f \gg 1 \tag{13}
\]

where \(A(f)\) and \(G(\alpha)\) are the FSTs of \(a(n)\) and \(g(n).\) Equation (13) indicates that \(M(\alpha, f)\) is a two dimensional pulse that has most of its area concentrated in the region defined by \(|f - f_0| \leq \Delta a/2\) and \(|\alpha - \alpha_0| \leq 1/2\Delta t.\) Since cycle features within this region contribute to the estimate (cf. (9)) the region determines the frequency resolution \(\Delta f\) and the cycle frequency resolution \(\Delta \alpha\) of the estimate. A troublesome type of spectral leakage, called cycle leakage, can occur if the kernel transform \(M(\alpha, f)\) is incorrectly designed. If cycle features are present in the sidelobes of \(M(\alpha, f)\) they will contribute to the estimate. Cycle leakage can be minimized by properly designing the kernel transform so that it has low sidelobes and low skirts.
Two modifications to the basic time smoothing algorithm can be made to improve computational efficiency: use a computationally efficient Fourier Transform to perform time smoothing, and use a computationally efficient algorithm to compute the complex demodulates. An algorithm based on the first modification can be derived by introducing a frequency shift $\epsilon$ into the complex demodulate product sequence before smoothing. Consider the expression

$$S_{xy}(n, f_0)_{\Delta t} = \sum_r X_T(r, f_1)Y_T^*(r, f_2)g(n - r)e^{-i2\pi rf_0},$$

(14)

where $|\epsilon| < \Delta a$. Note that the cycle frequency parameter has been redefined to $a_0 = f_1 - f_2 + \epsilon$. Since the product sequence has a bandwidth on the order of $2\Delta a$, and the averaging operation is a lowpass filter with bandwidth on the order of $\Delta f = 1/\Delta t$, frequency shifting the product sequence moves different bands of the product sequence into the lowpass filter. The kernel transform associated with $|q| < \frac{\Delta a}{\Delta f}$, (14) is

$$M(\alpha, f) = G(\alpha - f_1 + f_2 - \epsilon)A(f - f_1 + \alpha/2)A^*(f - f_2 - \alpha/2)$$

(15)

and is a pulse centered at $(f_0 = (f_1 + f_2)/2, a_0 = f_1 - f_2 + \epsilon)$ with a width of $\Delta a = 1/\Delta t$ and a length of $\Delta f = \Delta a - |\epsilon|$. By discretizing the frequency shift to $\epsilon = q\Delta a$, (14) becomes

$$S_{xy}(n, f_0)_{\Delta t} = \sum_r X_T(r, f_1)Y_T^*(r, f_2)g(n - r)e^{-i2\pi qf_0/n},$$

(16)

and it follows that the sum in (16) can be efficiently evaluated by an $N$-point FFT. Note that (16) computes a column of $N$ point estimates with the column centered at $(f_0 = (f_1 + f_2)/2, a_0 = f_1 - f_2 + \epsilon)$ and that the $q$th point estimate has a variable frequency resolution of $\Delta f = \Delta a - |q|/N$, and a constant cycle frequency resolution of $\Delta \alpha = f_0/N$.

The second modification improves the computational efficiency of the complex demodulate calculation. For now, modify (3) so that $L$ samples are skipped between computations,

$$X_T(pL, f) = \sum_{r=-N'/2}^{N'/2-1} a(r)x(pL - r)e^{-i2\pi rf0T_0}$$

(17)

By hopping the channelizer $L$ samples between computations the number of samples in each complex demodulate sequence shortens from $N$ to $P = N/L$. As described in the next section, an FFT can be used to efficiently compute this sum for a set of discrete frequencies. (See [10] for a general discussion on efficient algorithms for computing complex demodulates.) If $g(\cdot)$ in (2) is replaced by its comb-filter version

$$g_c(n) = \sum_m \delta(n - mL)g(n)/\sum_k g(KL)$$

and the output is sampled at $n = PL$, the estimation equation (2) can be written in terms of the decimated complex demodulates,

$$S_{xy}^{00}(pL, f_0)_{\Delta t} = \sum_r X_T(rL, f_1)Y_T^*(rL, f_2)g_0(p - r)$$

(18)

where $g_0(r) = g(rL)$. To determine the kernel transform for this system, $G(\cdot)$ in (12) is replaced by the FST of the comb filter $g_c(\cdot)$,

$$G_c(\alpha) = \sum_r g_c(r)e^{-i2\pi \alpha rT_0}$$

(19)

$$= \sum_n \frac{G_d(\alpha + \frac{n}{L})}{L}$$

(20)

where $G_d(\cdot)$ consists of one period of $G_c(\cdot)$,

$$G_d(\alpha) = \begin{cases} \sum_n g_d(m)e^{-i2\pi \nu_0 LT_0}, & \text{for } |\alpha| < f_0/2L \\ 0 & \text{otherwise.} \end{cases}$$

The kernel transform for this algorithm is thus

$$M(\alpha, f) = \sum_n G_d(\alpha - \alpha_0 + \frac{n}{L})A(f - f_1 + \alpha/2)A^*(f - f_2 - \alpha/2)$$

(21)

$$= \sum_n G_d(\alpha - \alpha_0 + \frac{n}{L})M_1(\alpha, f)$$

(22)

The teeth of the comb filter have bandwidths on the order of $1/\Delta t$, and are spaced $f_0/L$ Hz apart. Cycle leakage can result if the teeth of the comb overlap the region of support of $M_1(\alpha, f)$. Proper values of decimation factor $L$ are discussed in conjunction with the FFT Accumulation Method.

### 2.1 The FFT Accumulation Method

The two modifications to the basic time smoothing algorithm can be combined to form the FFT Accumulation Method (FAM). But first, note that an $N'$-point FFT can be used to efficiently compute the complex demodulates in (17). Equation (17) can be manipulated into the form

$$X_T(pL, f_n) = \sum_{k=0}^{N'/2-1} a(d - k)x(pL - d + k)e^{-i2\pi mk/N'}e^{-i2\pi (\nu_0 - d)/N'}$$

(23)

where $d = N'/2 - 1$. In this form, it is immediately apparent that the summation in the brackets can be efficiently computed using an FFT. Complex demodulates computed in this manner have a discrete set of center frequencies $f_m = m\nu_0/N'$, $-N'/2 < m < N'/2 - 1$. With this set of complex demodulates, and combining the results of (16) and (18), a point estimate can be expressed as

$$S_{xy}^{00}(pL, f_m)_{\Delta t} = \sum_r X_T(rL, f_1)Y_T^*(rL, f_2)g_0(p - r)e^{-i2\pi qf_0/P}$$

(24)

where $a_{HL} = f_k - f_0$, $a_0 = a_{HL} + q\Delta a$, and $f_0 = f_{HL} = (f_k + f_1)/2$. Equation (24) can be efficiently evaluated by a $P$-point FFT, thereby producing a block of point estimates. The kernel transform of the FAM is given by

$$M(\alpha, f; k, l, q) = \frac{G_c(\alpha - a_0)A(f - f_k + \frac{\alpha}{2})A^*(f - f_l - \frac{\alpha}{2})}{P}$$

(25)
The idealized region of support (no side-lobes or skirts) of \( A(f - f_\alpha + \alpha/2) A^*(f - f_\alpha - \alpha/2) \) is called a channel-pair region. As is evident from Fig. 2, computation of (24) for all combinations of channel pairs \((k, l)\) and FFT bins \(|q| < L P / N'\) completely covers the bifrequency plane.

The cycle frequency resolution of the FAM is \( \Delta \alpha = f_\alpha / P L \) and the frequency resolution, which is variable, is \( \Delta f = \Delta \alpha - |q| \Delta \alpha \). Likewise, the time-frequency resolution product is variable, and is \( \Delta t \Delta f = \Delta t \Delta \alpha - |q| \). Typically, the time-frequency resolution product is referenced to the point estimate at \( q = 0 \). The amplitude scaling of the estimate, determined according to (10), also varies with \( q \):

\[
T_s \int_{f_\alpha/2}^{f_\alpha/2} M(\alpha, f) df = T_s G_e(0) \int_{-f_\alpha/2}^{f_\alpha/2} A(f + q \Delta \alpha/2) A^*(f - q \Delta \alpha/2) df
\]

\[
\approx 1 - |q| \frac{\Delta \alpha}{\Delta \alpha}.
\]

(27)

The design of the channelizer is particularly important in the FAM approach. The possibility of severe cycle frequency leakage, which can occur if the replica teeth in the comb filter \( G_c \) intersect the channel-pair region, requires careful design of the channelizer passband shape \( A(f) \) and selection of the decimation factor \( L \). From Fig. 3, it can be seen that the extent in cycle frequency of the nominal channel-pair region is \( 2 \Delta \alpha \) and that the teeth of the comb filter are separated by \( f_\alpha / L \). Therefore, for all values of \( \alpha_0 \) spanned by the channel-pair region, the replica teeth will not intersect the channel-pair region provided that \( f_\alpha / L > 2 \Delta \alpha \) or, equivalently, \( L < N'/2 \). However, any actual tapering function \( a(n) \) of length \( N' \) will have significant response for frequencies greater than \( \Delta \alpha / 2 = f_\alpha / 2 N' \). Therefore, we recommend designing \( a(n) \) to produce a sharp transition band and using

\[
L = N'/4.
\]

(28)

In applications where computation speed is paramount, there can be advantage in selecting \( L = N'/2 \) in order to minimize the FFT size \( P = N/L \). This can be accomplished without cycle frequency leakage by increasing the length of \( a(n) \) to achieve a more rectangular passband shape. For example, replace \( N' \) in (23) by \( 2N' \) and design \( a(n) \) to produce a nearly rectangular passband of width \( \Delta \alpha = f_\alpha / N' \). The increased cost of channelization is offset by the decreased cost of performing the \( P \)-point FFT for all channel-pair regions when \( P \) is reduced from \( 4N / N' \) to \( 2N / N' \).

The variable time-frequency resolution product is troublesome near the extremes of channel-pair regions since point estimates there have a high degree of variability. The problem can be eliminated by simply discarding the offending point estimates; for example, retain the point estimates whose index parameter lies within the range

\[
-\frac{\Delta \alpha}{2} \leq q \Delta \alpha < \frac{\Delta \alpha}{2}
\]

or

\[
-\frac{P L}{2N'} \leq q \leq \frac{P L}{2N'} - 1.
\]

(29)

(30)

Figure 2: Tiling the bifrequency plane with channel-pair regions for \( N' = 8 \). The channel-pair region index for channels \( f_k \) and \( f_l \) is \((k + l)/2, k - l\).
This approach has the added advantage of somewhat mitigating the cycle frequency leakage problem described in the preceding paragraph.

Another approach is to combine point estimates in adjacent channel-pair regions having equal values of cycle frequency as depicted in Fig. 4 [11].

\[
S_{xy}^{q_0}(pL, f_0) = S_{x'y'}^{q_0}(pL, f_0) + S_{x'y'}^{q_0}(pL, f_{k+1})
\]

where \( f_0 = f_i + \alpha_0 / 2 \) and the cycle frequencies are matched by using \( q_2 = q_1 - N' / N' \) with \( q_1 > 0 \). Since the scaling factors (27) associated with the two terms sum to unity, the scaling factor of the combined estimate is unity. The kernel transform corresponding to this composite estimate is

\[
M(\alpha, f; k, k + 1, l, q_1, q_2) = G_0(\alpha - \alpha_0) \left[ A \left( f - f_k + \frac{\alpha}{2} \right) + A \left( f - f_k + \frac{\alpha}{2} - \frac{f_i}{N'} \right) \right] A^* \left( f - f_i - \frac{\alpha}{2} \right).
\]

If \( A(f) \) is rectangular and of width \( f_i / N' \) then the frequency resolution associated with this kernel is indeed independent of \( \alpha_0 \) and equal to \( f_i / N' \). There are two drawbacks to this approach. First, the need for rectangular channelizer passbands increases the computational cost of channelization, and second, combining estimates from adjacent channel-pair regions complicates the partitioning of the algorithm onto multiple processors operating in parallel.

The FAM computation consists of three computational stages: computation of the complex demodulates, computation of the product sequences, and smoothing the product sequences. The complex demodulate computation can further be divided into data tapering, Fourier transforming, and frequency translation sections. A listing of the algorithm is given in Table 1, and a digital realization is illustrated in Fig. 5. The listing is an implementation of the FAM on a uniprocessor (i.e., single CPU) computer and computes estimates of the cyclic cross spectrum. An optional step of adjacent cell combining is included for completeness. The algorithm is easily modified to computing estimates of the cyclic spectrum of a real-valued signal by replacing references to \( y \) with \( x \) and adjusting the indices on the product computation loop to be \( 0 \leq k \leq N'/2 - 1 \) and \( 0 \leq l \leq N'/2 - 1 \). It is important to realize that other operations are needed for postprocessing such as data thinning, graphics computations, etc. Although these computations are important in the design and implementation of a digital spectral correlation analyzer, they are not discussed here.
Table 1: A Uniprocessor Implementation of the FFT Accumulation Method

|/* Compute Complex Demodulates of the Input Sequences */| Do p := 0 to P − 1
|Compute x_f(PL, f_k) = FFT[a(r)x(pL + r)]| Compute y_f(PL, f_k) = FFT[a(r)y(pL + r)]
|Do k := −N'/2 to N'/2 − 1| Compute X_f(PL, f_k) = x_f(PL, f_k) e^(−i2πkpL/N')
|Compute Y_f(PL, f_k) = y_f(PL, f_k) e^(−i2πkpL/N')| end
|end| /* Compute and Smooth Product Sequences */
|For k := −N'/2 to N'/2 − 1| For l := −N'/2 to N'/2 − 1
|Compute S_{xy}(PL, f_k) = X_f(PL, f_k)Y^*_f(PL, f_l)| Compute S_{xy}(PL, f_k) = FFT[e_p(PL, f_k)S_{xy}(PL, f_l)]
|Compute S_{xx}(PL, f_k) = FFT[e_p(PL, f_k)]| end
|end| /* Optional */
|Compute Adjacent Cell Combining.

Figure 5: Digital implementation of the FFT Accumulation Method.

The computational complexity of the FAM is given in Table 2, where complex multiplications are used as a metric. From that table, we can develop an expression for the number of real multiplications required by the FAM to compute an estimate of the cyclic spectrum of a real-valued signal. That expression, for L = N'/4, is

\[ C_{rm} = 2N N' \text{log}_2 \left( \frac{4N}{N'} \right) + 8N \text{log}_2 N' + 4NN' + 20N. \]  

(33)

Relating the parameters of our digital implementation, N, P, L, and N', to the fundamental signal processing parameters \( \Delta f \) and \( \Delta t \), we note that \( \Delta f = f_s/N' \), \( \Delta t = N'T \), and \( P = N/L = 4N'/N' \) (for \( L = N'/4 \)). Thus the number of real multiply operations required in the FAM is

\[
C_{rm} = \frac{2(\Delta t \Delta f)}{(\Delta f \Delta f_s)^2} \log_2(4(\Delta t \Delta f)) + \frac{8(\Delta t \Delta f)}{(\Delta f \Delta f_s)} \log_2(f_s/\Delta f) + \frac{4(\Delta t \Delta f)}{(\Delta f \Delta f_s)^2} + \frac{20(\Delta t \Delta f)}{(\Delta f \Delta f_s)^2}
\]  

(34)

The dominant term in this expression is

\[
\sigma \left[ \frac{(\Delta t \Delta f)}{(\Delta f \Delta f_s)^2} \log(\Delta t \Delta f) \right]
\]  

(35)

which represents computation of the smoothing FFTs. In order to give the reader a feel for the magnitude of the computations involved in estimating the cyclic spectrum, a numerical example is given.

Table 2: Computational Complexity of the FAM in Terms of the Number of Complex Multiplications

<table>
<thead>
<tr>
<th>Computation Section</th>
<th>Number of Complex Multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclic Cross Spectrum of Two Complex Signals</td>
<td>Cyclic Spectrum of a Single Real Signal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Channelizer</th>
<th>Data Tapering</th>
<th>N'-point FFT</th>
<th>Frequency Shift</th>
<th>Cross Multiply</th>
<th>FFT Product Sequences</th>
<th>Single Real Signal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2N'P</td>
<td>P'N' \text{log}_2 N'</td>
<td>P(N'/2) \text{log}_2 N'</td>
<td>P(N'/2) \text{log}_2 P</td>
<td>(\text{N'}^2/4)(P/2) \text{log}_2 P</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2N'P</td>
<td>N'P</td>
<td>P(N'/4)^2</td>
<td>\text{P'(N')^4}/4</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) N'P real multiplications are required for data tapering.

Example: Consider computing an estimate of the cyclic spectrum of a real-valued bandpass signal, whose bandwidth is 20 MHz, having been sampled at \( f_s = 50 \text{ MHz} \), where the frequency resolution is \( \Delta f = 2^{-a} \). \( f_s \) and the time-frequency resolution product is \( \Delta t \Delta f = 2^8 \). (The requirement on the time-frequency resolution product is to ensure detection with a sufficient SNR. Determination of the time-frequency resolution product required to achieve a desired output SNR as a function of input SNR is treated in [7].)

In this example, the number of real multiplies required by FAM to estimate the cyclic spectrum over one quarter of the bifrequency plane is \( 1.6 \times 10^6 \), for a collect of \( N = 2^{16} \) samples, collected in \( \Delta t = 82 \times 10^{-6} \) seconds. Using a 33 MFLOP processor efficiently, we would be able to estimate the cyclic spectrum in about \( 48 \times 10^{-3} \) seconds, or 591 times real-time. (A computation is said to be real-time if the amount of time required to compute the estimate is equal to the amount of
time required to collect the data for the estimate.) To achieve additional computation speed, we could employ parallelism by assigning computation of different correlation products and \( P \)-point FFTs to different processors, operating in parallel.

While the uniprocessor implementation of the algorithm might be satisfactory for some problems, applications demanding rapid estimation of the cyclic (cross) spectrum require a multiprocessor approach. Parallel FAM algorithms can be developed by observing several aspects of the uniprocessor algorithm. First, note that several operations in the uniprocessor algorithm can be vectorized. In particular, windowing the input data and frequency translation in the complex demodulate computation can be vectorized. Similarly, computation of the product sequences can be vectorized. However, the greatest gains in improving the computation rate are obtained by parallelizing the computation and smoothing of the product sequences. Since the product sequences are independent of one another, (if adjacent cell combining is not used) parallelization is relatively easy. A parallel algorithm based on these observations is described in [6]. The tricky part in exploiting this natural parallelism is in the efficient distribution of the complex demodulate sequences to the processors.

### 2.2 The Strip Spectral Correlation Algorithm

The Strip Spectral Correlation Algorithm (SSCA) is another efficient algorithm for computing estimates of the spectral correlation function [6]. The primary difference between the FAM and SSCA is that in the SSCA the complex demodulates \( X_T(n, f_0) \) are multiplied by \( y^*(n) \) instead of by \( X_T^*(n, f_1) \). Point estimates are computed by

\[
S_{xyT}(n, f_0)_{\Delta f} = \sum_r X_T(r, f_0)y^*(r)g(n - r)e^{-12\pi qr/N} \tag{36}
\]

where \( \alpha_0 = f_k + q\Delta\alpha \) and \( f_0 = f_k/2 - q\Delta\alpha/2 \). The sum in (36) can be efficiently evaluated with an \( N \)-point FFT. The resulting point estimates lie along the line \( \alpha = 2f_k - 2f_0 \), which is a strip in the bifrequency plane. For this algorithm it appears that the channelizer decimation factor must be \( L = 1 \) since \( X_T(r, f_k) \) and \( y^*(r) \) must be at the same sampling rate to be properly multiplied. However, a decimation factor of \( L = N'/4 \), like that of the FAM, can be used if the demodulate sequence is interpolated to match the sampling rate of \( y(n) \). It has been found that adequate interpolation is obtained by holding the value of each complex demodulate sample for \( L \) samples. Thus the interpolated sequence \( \bar{X}_T(n, f_0) = X_T(pL, f_0) \) for \( pL \leq n < (p + 1)L \) can be used in place of \( X_T(n, f_0) \) in (36).

The kernel transform for the SSCA is

\[
M(\alpha, f) = G(\alpha - \alpha_0)A\left(f - f_0 + \frac{\alpha - \alpha_0}{2}\right) \tag{37}
\]

where

\[
f_0 = \frac{f_k}{2} - q\frac{\Delta\alpha}{2} \tag{38}
\]

\[
\alpha_0 = f_k + q\Delta\alpha \tag{39}
\]

and \( G(\alpha) \) and \( A(f) \) are the FSTs of \( g(n) \) and \( a(n) \). The frequency resolution of the SSCA is \( \Delta f = f_k/N' \), and the time-frequency resolution product is \( \Delta t\Delta f = N/N' \). The uniprocessor description of the SSCA is similar to that of the FAM and consists of three steps: computing the complex demodulates, computing the product sequences, and smoothing the product sequences. A uniprocessor algorithm for the SSCA is given in Table 3, and a digital realization of the algorithm is illustrated in Fig. 6.

| Table 3: Uniprocessor Implementation of the Strip Spectral Correlation Algorithm |

```plaintext
/* Compute Complex Demodulates of x */
Do p := 0 to P - 1
  Compute y_T(pL, f_0) = FFT[x_T(pL + r)]
  Do k := -N'/2 to N'/2 - 1
    Compute X_T(pL, f_0) = y_T(pL, f_0) \cdot \exp[-12\pi p L k / N']
  end
end
/* Interpolate X_T(pL, f_0) */
Compute X_T(pL, f_0) = \bar{X}_T(n, f_0)
/* Compute and Smooth Product Waves */
Do k := -N'/2 to N'/2 - 1
  Compute S_{xyT}^0(n, f_0) = y^*(n)\bar{X}_T(n, f_0)
  Compute S_{xyT}^0(n, f_0)_{\Delta f} = FFT[g(n)S_{xyT}^0(n, f_0)]
end.
```

![Figure 6: Digital implementation of the Strip Spectral Correlation Algorithm.](image)

The computational complexity of the SSCA, for two typical estimation problems, is given in Table 4. In a similar manner to that of the FAM, using the information in Table 4, we can derive an expression for the number of real multiplication operations required by SSCA for computing an estimate of the cyclic spectrum of a real-valued signal. That expression, for \( L = N'/4 \), is

\[
C_m = NN'\log_2 N + 2NN' + 8N\log_2(N') + 12N. \tag{40}
\]

Making the same substitutions as in FAM for the signal processing parameters in
terms of $\Delta t$, $\Delta f$, and $f_s$ yields

$$C_{re} = \frac{(\Delta t \Delta f)}{(\Delta f / f_s)} \log_2 \left( \frac{(\Delta t \Delta f)}{(\Delta f / f_s)} \right) + \frac{8\Delta t \Delta f}{(\Delta f / f_s)} \log_2 (f_s / \Delta f) + \frac{2\Delta t \Delta f}{(\Delta f / f_s)^2} + \frac{12\Delta t \Delta f}{(\Delta f / f_s)^2}. \quad (41)$$

Note that the dominant term in this expression is the same as in the FAM,

$$o \left( \frac{(\Delta t \Delta f)}{(\Delta f / f_s)^2} \log_2 (\Delta t \Delta f) \right). \quad (42)$$

<table>
<thead>
<tr>
<th>Table 4: Computational Complexity of the SSCA in Terms of the Number of Complex Multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation Section</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Cyclic Cross Spectrum of Two Complex Signals</td>
</tr>
<tr>
<td>Frequency Shift</td>
</tr>
<tr>
<td>Compute Product Sequences</td>
</tr>
<tr>
<td>FFT Product Sequences</td>
</tr>
<tr>
<td>Data Tapering</td>
</tr>
<tr>
<td>$N'$-point FFT</td>
</tr>
<tr>
<td>$P(N'/2) \log_2 N'$</td>
</tr>
</tbody>
</table>

Note: $N'$ real multiplications are required for data taping.

**Example:** If we were to compute the estimate of the previous example using the SSCA, it would require $9.2 \times 10^5$ real multiplies, or about $27 \times 10^3$ seconds on a 33 MFLOP machine, or 338 times real-time. As with the FAM, additional processing speed can be obtained by parallelizing the SSCA. Similarly, the discussion on parallelizing the FAM can also be applied to parallelizing the SSCA. A parallel algorithm for the SSCA is given in [6].

In comparing the SSCA to the FAM, the SSCA is simpler than the FAM, has comparable computational cost, and, importantly, has uniform frequency resolution. The disadvantages of the SSCA relative to the FAM are that larger size FFTs are required (large FFTs can be inefficient if the data array size exceeds the local memory capacity of the FFT processor) and there is less flexibility to partition the algorithm for parallel processing.

### 3 FREQUENCY SMOOTHING ALGORITHMS

Frequency smoothing algorithms can be classified as direct or indirect algorithms. Direct frequency smoothing algorithms first compute the spectral components of the data and then perform spectral correlation operations directly on the spectral components. Indirect algorithms compute a related quantity, such as the cyclic cross correlation function or the Wigner-Ville distribution, and Fourier transform one variable of the bivariate function to get the frequency smoothed cyclic cross periodogram. In general, direct frequency smoothing algorithms are computationally superior to indirect frequency smoothing algorithms [3]. This article focuses attention on a direct algorithm called the Digital Frequency Smoothing Method (DFSM).

The basis for the DFSM is the frequency smoothed cyclic cross periodogram represented by

$$S_{xy}(n, f_0, \Delta f) = \langle X_{xy}(n, f_0 + \alpha_0 / 2) \rangle_{\Delta f}.$$  

An explicit formula suitable for digital implementation is obtained by employing discrete frequency averaging,

$$S_{xy}(n, f_0, \Delta f) = \frac{1}{M} \sum_{j=0}^{M-1} W(j - r \Delta f)X_{xy}(n, r + [j/2])H_{xy}^*(n, r - [j/2]) \quad (44)$$

where $\alpha_t = if_0/N$ and $f_j = jf_s/N$ and the spectral components are computed by

$$\hat{X}_{xy}(n, k) = \sum_{r} b(r)X(n - r)e^{-j2\pi k(n - r)/N} \quad (45)$$

in which $b(r)$ is a data-tapering window of length $N = \Delta t / T_0$. The shape of data tapering window $b(r)$ is typically rectangular. The frequency smoothing function $W(r)$ ranges over $|r| \leq M/2$, which corresponds to $\Delta f \approx Mf_s / N$. A kernel scaling factor of unity results if $\sum |b(r)i|^2 = T_2$ and $\sum_m W(m) = 1$. Figure 7 illustrates the parameters of the frequency smoothed cyclic-periodogram (and of the DFSM). The kernel transform for the DFSM is

$$M(\alpha, f) = \sum_m b \left( f - f_0 + \frac{\alpha - \alpha_0}{2} + \frac{m f_s}{N} \right) b^* \left( f - f_0 - \frac{\alpha - \alpha_0}{2} + \frac{m f_s}{N} \right) W(m). \quad (46)$$

For $\Delta t \Delta f > 1$, the frequency smoothing kernel and the time smoothing kernel in (13) closely approximate one another [3].

A uniprocessor algorithm for the DFSM consists of computing (44) for all desired values of $\alpha_t$ and $f_j$. There are several approaches to organizing the computations, each of which might be better suited for a particular analysis task. One approach is to compute spectral products along a line of constant cycle frequency and then convolve the products with a smoothing window. This approach yields point estimates spaced $f_s/N$ Hz apart in frequency and can ease interpretation of the overall estimate. Another approach is to compute (44) along a line of constant cycle frequency, but space the point estimates by $f_sM / N$ Hz in frequency. Such an arrangement provides full coverage at minimal computational expense (particularly
A Review of Digital Spectral Correlation Analysis: Theory and Implementation

The computational complexity of the DFSM, in terms of complex multiplications, is easily estimated. For the problem of estimating the cyclic cross spectrum of two complex signals (each consisting of \(N\) samples), two \(N\)-point FFTs (each with \((N/2) \log_2 N\) complex multiplications) and \(N^2\) cross multiplications are required for a total of \(N^2 + N \log_2 N\) complex multiplications. For the problem of estimating the cyclic spectrum of a real signal, one \(N\)-point FFT and \(N^2/4\) cross multiplications are required for a total of \(N^2/4 + N/2 \log_2 N\) complex multiplications. Note that the contributions to computational complexity by smoothing is not considered. (If a rectangular window is used to smooth the estimates, its contribution to the number of complex multiplications is nil.) The number of real multiplications required by the DFSM to compute an estimate of the cyclic spectrum of a real signal is

\[
C_{rm} = N^2 + 2N \log_2 N. \quad (47)
\]

Expressing \(C_{rm}\) as a function of \(\Delta f, \Delta t, \) and \(f_0\) yields

\[
C_{rm} = \frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2} + 2\frac{(\Delta t \Delta f)}{(\Delta f/f_0)} \log_2 \left( \frac{\Delta t \Delta f}{(\Delta f/f_0)} \right). \quad (48)
\]

Note that the dominant term for estimating the cyclic spectrum is \(o\left(\frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2}\right)\), as opposed to \(o\left(\frac{(\Delta t \Delta f)}{(\Delta f/f_0)^2} \log(\Delta t \Delta f)\right)\) for the same estimation problem using the FAM or SSCA.

![Figure 7: Illustration of the parameters of the frequency smoothed cyclic periodogram. For clarity of presentation, the magnitude of \(X\Delta t(n, f)\) is illustrated.](image)

The number of real multiplications required by the DFSM is

\[
C_{rm} = N^2 + 2N \log_2 N. \quad (47)
\]

Expressing \(C_{rm}\) as a function of \(\Delta f, \Delta t, \) and \(f_0\) yields

\[
C_{rm} = \frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2} + 2\frac{(\Delta t \Delta f)}{(\Delta f/f_0)} \log_2 \left( \frac{\Delta t \Delta f}{(\Delta f/f_0)} \right). \quad (48)
\]

Note that the dominant term for estimating the cyclic spectrum is \(o\left(\frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2}\right)\), as opposed to \(o\left(\frac{(\Delta t \Delta f)}{(\Delta f/f_0)^2} \log(\Delta t \Delta f)\right)\) for the same estimation problem using the FAM or SSCA.

Example: If we wished to use the DFSM to estimate the cyclic spectrum in the previous example, we would need to compute \(16 \times 10^6\) real multiplies, requiring on the order of 0.5 seconds, for \(6 \times 10^3\) times real-time.

The computational complexity of the DFSM, in terms of complex multiplications, is easily estimated. For the problem of estimating the cyclic cross spectrum of two complex signals (each consisting of \(N\) samples), two \(N\)-point FFTs (each with \((N/2) \log_2 N\) complex multiplications) and \(N^2\) cross multiplications are required for a total of \(N^2 + N \log_2 N\) complex multiplications. For the problem of estimating the cyclic spectrum of a real signal, one \(N\)-point FFT and \(N^2/4\) cross multiplications are required for a total of \(N^2/4 + N/2 \log_2 N\) complex multiplications. Note that the contributions to computational complexity by smoothing is not considered. (If a rectangular window is used to smooth the estimates, its contribution to the number of complex multiplications is nil.) The number of real multiplications required by the DFSM to compute an estimate of the cyclic spectrum of a real signal is

\[
C_{rm} = N^2 + 2N \log_2 N. \quad (47)
\]

Expressing \(C_{rm}\) as a function of \(\Delta f, \Delta t, \) and \(f_0\) yields

\[
C_{rm} = \frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2} + 2\frac{(\Delta t \Delta f)}{(\Delta f/f_0)} \log_2 \left( \frac{\Delta t \Delta f}{(\Delta f/f_0)} \right). \quad (48)
\]

Note that the dominant term for estimating the cyclic spectrum is \(o\left(\frac{(\Delta t \Delta f)^2}{(\Delta f/f_0)^2}\right)\), as opposed to \(o\left(\frac{(\Delta t \Delta f)}{(\Delta f/f_0)^2} \log(\Delta t \Delta f)\right)\) for the same estimation problem using the FAM or SSCA.

![Figure 8: Digital implementation of the Direct Frequency Smoothing Method.](image)

Example: If we wished to use the DFSM to estimate the cyclic spectrum in the previous example, we would need to compute \(16 \times 10^6\) real multiplies, requiring on the order of 0.5 seconds, for \(6 \times 10^3\) times real-time.

From the preceding discussion and example it appears that the DFSM is not well suited for computing estimates over the entire bifrequency plane. In passing, it is noted that the DFSM is a highly parallel algorithm [5]. However, in order to exploit this parallelism for large regions of the bifrequency plane, a massively parallel computer is required. For now, we content ourselves with employing this algorithm for small estimation tasks, such as estimating the spectral correlation function over a small number of cycle frequencies. But even for restricted problems the computational burden can be substantial. Fortunately, the algorithm is relatively easy to parallelize on even quite small problems. A simple way to partition the DFSM is into two sections: computation of input FFTs, and correlation and smoothing of the spectral data. Further partitioning can occur by breaking the spectral correlation and smoothing operations along bands of cycle frequency.

Another approach to improving the computational efficiency of the DFSM is to use the One Bit Spectral Correlation Algorithm (OBSCA). The OBSCA technique, which applies to both time and frequency smoothing, converts the complex multiplications in the spectral correlation operation into sign change and data multiplexing operations. Thus, the complex multiplication operations indicated in (44) can be performed with greatly simplified hardware. Details of the OBSCA technique are given
in [12], and digital implementations of the OBSCA, along with parallel computation structures for the DFSM, are given in [13].

4 ON THE DESIGN OF DIGITAL SPECTRAL CORRELATION ANALYZERS

To illustrate some aspects of the design of digital spectral correlation analyzers, two implementation examples are presented. The examples are not meant to be exhaustive, or case studies of existing systems, but rather to illuminate various design considerations that apply to implementing the algorithms discussed in this article. As a first example, consider the design of an instrument for testing communications signals. For this type of instrument, the cycle frequencies of interest are known a priori, so estimation can be limited to a restricted number of cycle frequencies. For specificity, assume that a DSP board capable of 33 million floating point operations per second (MFLOPS) is available for the implementation.

For this problem the DFSM is the algorithm of choice. Given the specified hardware it is appropriate to consider the question of how long it would take to compute a particular estimate. Such a timing estimate can be found by considering the number of operations the processor must perform as a function of the problem size. To begin, the processor must perform \(5N \log_2 N\) real multiplications and additions to compute the input \(N\)-point FFT. Computation of the cyclic periodogram along \(N_\alpha\) lines of constant cycle frequency requires at most \(4N N_\alpha\) real multiplications and \(2NN_\alpha\) real additions. (Note that this is the precise operation count for \(\alpha = 0\). As \(|\alpha|\) increases toward \(f_c\), the number of operations in the cyclic periodogram computation decreases.) In order to increase computational efficiency, frequency smoothing is accomplished by the simple hopped summing operations previously described. This operation requires at most \(2NN_\alpha\) real additions. Finally, say that a floating point operation, either multiplication or addition, can be performed in \(T_{fp}\) seconds. Thus, the cyclic spectrum of a real valued signal can be estimated along \(N_\alpha\) lines of constant cycle frequency in approximately

\[
T_c \approx \left(5N \log_2 N + 8NN_\alpha\right)T_{fp}
\]  

seconds. Estimates of the computation time with a 33 MFLOPS processor are listed in Table 5 for a variety of problem sizes.

Table 5: Table for Estimating Time Required to Compute Estimates along \(N_\alpha\) Lines of Constant Cycle Frequency with the DFSM. Times in seconds for a 33 MFLOPS processor.

<table>
<thead>
<tr>
<th>(N_\alpha)</th>
<th>2^{11}</th>
<th>2^{12}</th>
<th>2^{13}</th>
<th>2^{14}</th>
<th>2^{15}</th>
<th>2^{16}</th>
<th>2^{17}</th>
<th>2^{18}</th>
<th>2^{19}</th>
<th>2^{20}</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.11</td>
<td>0.22</td>
<td>0.46</td>
<td>0.97</td>
<td>2.02</td>
<td>4.19</td>
</tr>
<tr>
<td>8</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
<td>0.07</td>
<td>0.14</td>
<td>0.29</td>
<td>0.59</td>
<td>1.22</td>
<td>2.53</td>
<td>5.21</td>
</tr>
<tr>
<td>16</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.10</td>
<td>0.20</td>
<td>0.41</td>
<td>0.85</td>
<td>1.73</td>
<td>3.54</td>
<td>7.24</td>
</tr>
<tr>
<td>32</td>
<td>0.02</td>
<td>0.04</td>
<td>0.08</td>
<td>0.16</td>
<td>0.33</td>
<td>0.67</td>
<td>1.35</td>
<td>2.75</td>
<td>5.58</td>
<td>11.31</td>
</tr>
<tr>
<td>64</td>
<td>0.04</td>
<td>0.07</td>
<td>0.14</td>
<td>0.29</td>
<td>0.58</td>
<td>1.18</td>
<td>2.37</td>
<td>4.78</td>
<td>9.64</td>
<td>19.45</td>
</tr>
<tr>
<td>128</td>
<td>0.07</td>
<td>0.13</td>
<td>0.27</td>
<td>0.54</td>
<td>1.09</td>
<td>2.19</td>
<td>4.40</td>
<td>8.85</td>
<td>17.78</td>
<td>35.72</td>
</tr>
<tr>
<td>256</td>
<td>0.13</td>
<td>0.26</td>
<td>0.52</td>
<td>1.05</td>
<td>2.11</td>
<td>4.23</td>
<td>8.47</td>
<td>16.98</td>
<td>34.05</td>
<td>68.25</td>
</tr>
</tbody>
</table>

Table 6: Table for Estimating MFLOPS Required to Compute Estimates along \(N_\alpha\) Lines of Constant Cycle Frequency with the DFSM (computation time is two seconds).

<table>
<thead>
<tr>
<th>(N_\alpha)</th>
<th>2^{11}</th>
<th>2^{12}</th>
<th>2^{13}</th>
<th>2^{14}</th>
<th>2^{15}</th>
<th>2^{16}</th>
<th>2^{17}</th>
<th>2^{18}</th>
<th>2^{19}</th>
<th>2^{20}</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>1.7</td>
<td>3.5</td>
<td>7.3</td>
<td>15.3</td>
<td>32.0</td>
<td>66.5</td>
<td>138.4</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>0.5</td>
<td>1.1</td>
<td>2.2</td>
<td>4.6</td>
<td>9.4</td>
<td>19.5</td>
<td>40.4</td>
<td>83.4</td>
<td>172.0</td>
</tr>
<tr>
<td>16</td>
<td>0.4</td>
<td>0.8</td>
<td>1.6</td>
<td>3.2</td>
<td>6.7</td>
<td>13.6</td>
<td>27.9</td>
<td>57.1</td>
<td>116.9</td>
<td>239.1</td>
</tr>
<tr>
<td>32</td>
<td>0.6</td>
<td>1.3</td>
<td>2.6</td>
<td>5.3</td>
<td>10.8</td>
<td>22.0</td>
<td>44.7</td>
<td>90.7</td>
<td>184.0</td>
<td>373.3</td>
</tr>
<tr>
<td>64</td>
<td>1.2</td>
<td>2.3</td>
<td>4.7</td>
<td>9.5</td>
<td>19.2</td>
<td>38.8</td>
<td>78.2</td>
<td>157.8</td>
<td>318.2</td>
<td>641.7</td>
</tr>
<tr>
<td>128</td>
<td>2.2</td>
<td>4.4</td>
<td>8.9</td>
<td>17.9</td>
<td>36.0</td>
<td>72.4</td>
<td>145.4</td>
<td>292.0</td>
<td>585.7</td>
<td>1178.6</td>
</tr>
<tr>
<td>256</td>
<td>4.3</td>
<td>8.6</td>
<td>17.3</td>
<td>34.7</td>
<td>69.6</td>
<td>139.5</td>
<td>279.6</td>
<td>560.5</td>
<td>1123.5</td>
<td>2252.3</td>
</tr>
</tbody>
</table>

A second alternative to obtaining a processor with the speeds indicated in Table 6 is to parallelize the computations as previously described. A natural partition is to compute the input FFT in one second and then compute and smooth the cyclic periodograms in the remaining second. For the problems indicated in the tables, the FFT processor would have to perform on the order of 105 MFLOPS for the largest computation. The correlation processors would have to perform on the order of 2150 MFLOPS. Both the FFT computation and the cyclic periodogram computation can be further parallelized. Computation of the cyclic periodogram calculation is achieved by assigning sets of cycle frequencies to individual processors. For example, the design goals are obtained if \(R = 32\) processors each with 67 MFLOPS processing speed are used.

As a second example, consider the design of a system to estimate the cyclic spectrum of a real valued signal over the entire bifrequency plane and to perform the computation in real-time. Recall that a system is considered to operate in real-time if the amount of time required to compute an estimate is equal to the amount of time...
required to collect the data for the computation. From the preceding discussions, the need for parallel processing is evident. The high degree of parallelism inherent in the FAM makes that algorithm a good choice for this problem. The system consists of a channelizer to compute the complex demodulates and \( R \) processors to compute and smooth the product sequences. As with the previous problem, the characteristics of the system can be inferred from estimates of the number of computations required for a variety of values of \( \Delta f \) and \( \Delta t \Delta f \).

The complex demodulates of the input sequence are computed by the channelizer. In order to improve computational efficiency, the decimation factor is set to \( L = N'/2 \) instead of the typical value of \( L = N'/4 \). Each of the \( R \) correlation processors is assigned to compute and smooth the product sequences associated with a subset of the \( (N')^2/4 \) channel-pair regions. The processors are assigned channel-pair regions in such a way as to form regions where adjacent-cell combining can be performed with a minimum of data transfer between processors. After the correlation processors have been loaded with appropriate data, they begin to cross multiply complex demodulate streams, and Fourier transform (smooth) product sequences. The FAM generates a large amount of data for many problems of interest. For example, if the input stream consists of \( N = 2^{23} \) samples and \( N' = 256 \), then approximately \( 2^{25} \) point estimates are generated by the FAM. Most of these point estimates are irrelevant. It is therefore appropriate to "thin" the data by applying a threshold test. Point estimates that fall below the threshold can be discarded with little effect on the overall estimate.

The processing speed required by the correlation processors is estimated by the following simplified analysis. The analysis uses the following simplifications:

1. Each correlation processor can compute a \( P \)-point FFT in \( T_{FFT} = \mu P \log_2 P \) seconds where \( \mu^{-1} \) is on the order of the correlation processor FLOP rate.
2. The channelizer has sufficient resources to channelize the data in less time than it takes \( R \) correlation processors to process an epoch.
3. The time to compute the product sequences, perform adjacent-cell combining, and thin the data is negligible compared to \( T_{FFT} \).
4. Data transfer times are negligible.
5. The time required to compute the display is ignored.

With these assumptions, the average time required to process an epoch is the number of channel-pair regions times \( T_{FFT} \) divided by the number of correlation processors,

\[
T_e \approx \frac{\mu (N')^2 P \log_2 P}{4R}.
\]  

(50)

Substituting \( P = N/L \) and \( L = N'/2 \), approximation (50) becomes

\[
T_e \approx \left( \frac{\mu}{R} \right) \left[ \frac{N N'}{2} \log_2 \frac{2N}{N'} \right].
\]  

(51)

The quantity in brackets is roughly the number of operations required to perform the estimation. Table 7 lists the quantity in brackets for a number of values of \( N \) and \( N' \).

<table>
<thead>
<tr>
<th>( N' )</th>
<th>( 2^{17} )</th>
<th>( 2^{18} )</th>
<th>( 2^{19} )</th>
<th>( 2^{20} )</th>
<th>( 2^{21} )</th>
<th>( 2^{22} )</th>
<th>( 2^{23} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.0079</td>
<td>0.0168</td>
<td>0.0357</td>
<td>0.0755</td>
<td>0.1594</td>
<td>0.3555</td>
<td>0.7046</td>
</tr>
<tr>
<td>16</td>
<td>0.0147</td>
<td>0.0315</td>
<td>0.0671</td>
<td>0.1426</td>
<td>0.3020</td>
<td>0.6575</td>
<td>1.3422</td>
</tr>
<tr>
<td>32</td>
<td>0.0273</td>
<td>0.0587</td>
<td>0.1258</td>
<td>0.2684</td>
<td>0.5704</td>
<td>1.2080</td>
<td>2.5501</td>
</tr>
<tr>
<td>64</td>
<td>0.0505</td>
<td>0.1091</td>
<td>0.2349</td>
<td>0.5033</td>
<td>1.0737</td>
<td>2.2817</td>
<td>4.8318</td>
</tr>
<tr>
<td>128</td>
<td>0.0923</td>
<td>0.2013</td>
<td>0.4362</td>
<td>0.9395</td>
<td>2.0133</td>
<td>4.2950</td>
<td>9.1268</td>
</tr>
<tr>
<td>256</td>
<td>0.1678</td>
<td>0.3691</td>
<td>0.8053</td>
<td>1.7448</td>
<td>3.7581</td>
<td>8.0531</td>
<td>17.1799</td>
</tr>
</tbody>
</table>

Consider a system that meets the previous simplifications and has \( R = 32 \) processors, where each processor has \( \mu = 20 \times 10^{-9} \) seconds. Say that an estimate is performed with a frequency resolution of \( \Delta f = f_s/256 \) and a time-frequency resolution product of \( \Delta t \Delta f = 2048 \). Using the relationships \( \Delta f = f_s/N' \) and \( \Delta t \Delta f = N/N' \), it is determined that \( N' = 256 \) and \( N = 2^{19} \). From Table 7 and approximation (51), the approximate time to compute an epoch using the FAM is \( T_e \approx 0.5033 \) seconds. The real-time bandwidth of the system is determined by equating the collection time \( T \) to the time required to compute an epoch, \( T_e \). Say that the system sampling frequency is \( f_s = 2.5B \), where \( B \) is the signal bandwidth. Then, since \( N = T f_s = 2.5T B \), equating \( T = T_e \) and solving for \( B \), it is found that the system's real-time bandwidth is \( B = 416.7 \text{ kHz} \).

### 5 CONCLUSIONS

The objective of this article is to describe the theory and implementation of digital spectral correlation algorithms. In particular, the FFT Accumulation Method (FAM), the Strip Spectral Correlation Algorithm (SSCA), and the Digital Frequency Smoothing Method (DFSVM) are described. All three of the algorithms are based on either the time or frequency smoothed cyclic periodogram. Each is derived by manipulating the smoothed cyclic periodogram equations. Each algorithm can be represented as a quadratic system characterized by its kernel function. With the kernel representation, attributes such as frequency resolution, time-frequency resolution product, cycle leakage, amplitude scaling, and computational complexity are easily determined. Regarding computational complexity, the FAM and SSCA are well suited for computing estimates of the cyclic (cross) spectrum over the entire birefrequency plane. The DFSM is best suited for computing estimates of the cyclic (cross) spectrum along a moder-
ate number of lines of constant cycle frequency. Parallelization of the algorithms is briefly mentioned, and several examples illustrate some implementation issues.

It is appropriate at this point to list some relevant topics that are not covered. With regard to algorithms, the FAM and SSCA produce a great deal of data, much of which is irrelevant because most signals have spectral correlation features at relatively few cycle frequencies. Thinning algorithms are desirable to reduce the amount of data transmitted to postprocessing systems using the spectral correlation estimates. It is very important to have algorithms that convert raw estimates into a more intelligible form. Such algorithms might be graphical, if a human provides the interpretation, or perhaps might be automatic pattern recognition classification algorithms, if a machine performs the interpretation. Algorithms for computing estimates over the entire bithread plane and along lines of constant cycle frequency are discussed. Algorithms for computing estimates along lines of constant frequency are not discussed. For completeness, it is noted that either time smoothing approaches, such as those discussed in [6] or frequency smoothing approaches, such as those discussed in [13], are available for this purpose.

With regard to implementation, we hope it is apparent that parallel processing is the key to real-time spectral correlation analysis. This article only touches on parallelization of the FAM and SSCA. Aspects such as network topology, load balancing, and interprocessor communications (particularly for adjacent cell combining in the FAM) are not discussed. Finally, only one type of channelization is mentioned. Other types of channelizers are available and indeed might be better suited for a particular analysis task.
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1 INTRODUCTION

Interest in prediction theory of cyclostationary (also called periodically correlated) processes is growing rapidly. This is because of its potential applications in economics and various fields in science and engineering, including climatology, meteorology, hydrology, oceanology, medicine, and biology (cf. [1,2,3,4,5] and Chapter 1 in this volume and references therein). The foundations for mathematical treatment of (discrete-time) cyclostationary sequences were laid down in [6]. Gladyshev showed that every cyclostationary sequence \( x = \{x(n) : n \in \mathbb{Z}\} \) is strongly harmonizable and obtained a complete description for their spectrum. He also proved that any cyclostationary sequence can be represented as a linear combination of components of a certain multivariate stationary sequence which has some common approximation properties with the sequence \( x \) itself. Since then prediction theory of cyclostationary sequences has been studied by various authors including [7,8,9,10,11,12]. These mathematical foundations have been, to some degree, also extended to (continuous-time) cyclostationary processes in [3,13,14,15,16,17,18]. It seems that prediction of continuous-time cyclostationary processes inevitably leads to consideration of infinite dimensional stationary processes. The fact that a continuous-time cyclostationary process need not be harmonizable [13,15] has obscured its spectral analysis. Under the assumption of strong harmonizability, the description of the spectrum and a certain series representation of a continuous-time cyclostationary process were given in [15,19]; also [16] obtained a characterization of the spectrum and the random spectrum of bounded cyclostationary processes.

In this article we briefly review these and some other recent developments of prediction theory for cyclostationary processes. Section 2 is devoted to notation and preliminaries. Discrete-time cyclostationary processes are studied in Section 3, and continuous-time cyclostationary processes are studied in Section 4.

2 PRELIMINARIES

Let \( \beta \) be a \( \sigma \)-field of subsets of the sample space \( \Omega \) and \( P \) be a probability measure on \( \beta \). The triple \( (\Omega, \beta, P) \) is called a probability space. Throughout this article, the term random variable means a measurable function on the probability space \( (\Omega, \beta, P) \) with zero mean and finite variance. So a random variable \( x \) is an element of the Hilbert space \( L^2(\Omega, \beta, P) \), and for most of our purposes can be considered to be an element in any complex Hilbert space \( H \).

Definition: Let \( G \) represent the set of real numbers \( \mathbb{R} \) or integers \( \mathbb{Z} \). A bounded measurable \( H \)-valued function \( x = \{x(t) : t \in G\} \) is said to be a \((H\text{-valued})\) stochastic process. To distinguish the discrete-time case \( G = \mathbb{Z} \) from the continuous-time case \( G = \mathbb{R} \), we usually refer to the former one as a sequence and to the latter one as a process.

Definition: Let \( F \) be a locally convex topological vector space and \( B(F, H) \) denote the space of all bounded linear transformations from \( F \) into \( H \). For \( G = \mathbb{R} \) or \( G = \mathbb{Z} \), a \( B(F, H) \)-valued function \( x = \{x(t) : t \in G\} \) is said to be stationary if \( x(t)f \) is continuous for every \( f \in F \) and

\[
(x(t)f, x(s)g) = (x(t+h)f, x(s+h)g), \quad \text{for all } f, g \in F \text{ and } t, s, h \in G.
\]

Here \((\cdot, \cdot)\) denotes the inner product of two elements in the Hilbert space \( H \). If \( \dim F = 1 \) the process is simply a (univariate) stationary process and if \( \dim F = \infty \) the process is called infinite dimensional. If \( \dim F = q < \infty \), then \( x \) will be referred to as a \( q \)-variate or a multivariate stationary process and is usually denoted by \( x(t) = (x^1(t), x^2(t), \ldots, x^q(t))^t \), with \( x^j(t) = x(t)\epsilon_j \), and \( \{\epsilon_j\} \) being the standard basis of \( F \). We use \((\cdot)^t\) to denote the transpose of the vector \((\cdot)\).

Definition: An \((H\text{-valued})\) stochastic process \( x = \{x(t) : t \in G\} \) is said to be cyclostationary (CS) or periodically correlated if there exists some \( T \in G \) such that

\[
(x(s), x(t)) = (x(s+T), x(t+T)), \quad \text{for all } s, t \in G.
\]

In this case the smallest such \( T \) is called the period of the process \( x \). The following subspaces play a crucial role in prediction theory of an \( H \)-valued stochastic process.
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\[ x = \{ x(t) : t \in G \} \]

\[ H(x) = \text{sp}\{ x(t) : t \in G \}, \quad \text{time domain of} \ x \]
\[ H(x; s) = \text{sp}\{ x(t) : t \leq s \}, \quad \text{past of} \ x \ \text{at time} \ s \]
\[ H(x; -\infty) = \cap H(x; s), \quad \text{remote past of} \ x, \]

where \( \text{sp} \) stands for the closed linear span of all elements inside \( \{ \) in the \( \mathbf{H} \)-topology.

**Definition:** An \( \mathbf{H} \)-valued stochastic sequence \( x = \{ x(t) : t \in G \} \) is called deterministic if \( H(x; -\infty) = H(x) \), and it is called nondeterministic otherwise. It is called purely nondeterministic if \( H(x; -\infty) = \{0\} \).

**Definition:** The time domain, past, and remote past of a \( \mathcal{B}(\mathbb{F}, \mathbf{H}) \)-valued process \( x = \{ x(t) : t \in G \} \) are similarly defined to be the following subspaces of \( \mathbf{H} \):

\[ H(x) = \text{sp}\{ x(t) f : f \in \mathbb{F}, t \in G \}, \quad \text{time domain of} \ x \]
\[ H(x; s) = \text{sp}\{ x(t) f : f \in \mathbb{F}, t \leq s \}, \quad \text{past of} \ x \ \text{at time} \ s \]
\[ H(x; -\infty) = \cap H(x; s), \quad \text{remote past of} \ x. \]

For a \( \mathcal{B}(\mathbb{F}, \mathbf{H}) \)-valued process \( x \), the notions of determinism, and pure nondeterminism can be similarly defined.

### 3 DISCRETE-TIME CYCLOSTATIONARY PROCESSES

In this section we discuss some prediction problems for CS sequences. It is well known that CS sequences are closely related to multivariate (MV) stationary sequences. In fact CS sequences are connected to MV stationary sequences in a number of different ways. These connections have been exploited by several authors in their investigations of different prediction problems concerning CS sequences. Here these ideas are discussed and their applications to some prediction problems for cyclostationary sequences (CSSs) are given.

It is well known that any CSS is harmonizable and hence has a spectrum. This is important because it allows for the use of the powerful tools of harmonic analysis in developing a prediction theory for CSSs similar to that of stationary sequences. However since the spectrum of a CSS is given through a bimeasure rather than a measure, this approach is not as fruitful as might be expected. For instance, in order to use the spectral approach for developing a successful prediction theory similar to that for stationary sequences, the time domain must be complete. But this does not seem to be the case. Hence, the time-domain approach seems more appropriate for studying CSSs and, in this section, time-domain techniques are adopted. We first investigate their moving average and autoregressive properties and then exploit the close tie between CSSs and multivariate stationary sequences (MVSSs) to study some prediction problems concerning CSSs.

3.1 Autoregressive and Moving Average Representations

One way of predicting a seasonal time-series is that of fitting it to an autoregressive (AR) or moving average (MA) model. Here we consider some properties of these models. For a CSS, its AR and MA coefficients can vary with time; however, these coefficients must vary in a periodic manner.

An \( \mathbf{H} \)-valued stochastic process \( x = \{ x(t) : t \in \mathbb{Z} \} \) is said to be MA of order \( q \) if

\[ x(t) = \psi(t) + b_1(t)\psi(t-1) + \ldots + b_q(t)\psi(t-q), \quad t \in \mathbb{Z}, \]

and it is said to be AR of order \( q \) if

\[ x(t) + a_1(t)x(t-1) + \ldots + a_q(t)x(t-q) = \psi(t), \quad t \in \mathbb{Z}, \tag{1} \]

where \( \psi(t) \) is a white noise sequence. For each integer \( k \), \( b_k(t) \) and \( a_k(t) \) are constant if \( x \) is stationary but change with \( t \), in a periodic fashion, if \( x \) is CS.

If \( x = \{ x(t) : t \in \mathbb{Z} \} \) is a CSS of period \( T \), then its AR coefficients \( a_k(t) \) are periodic with period \( T \) and hence can be expanded in a Fourier series:

\[ a_k(t) = \sum_{j=0}^{T-1} \left[ c_{kj} \cos \frac{2\pi j t}{T} + d_{kj} \sin \frac{2\pi j t}{T} \right]. \]

Substituting these series representations into the AR representation (1) yields the following AR representation for \( x \):

\[ x(t) = \psi(t) - \sum_{k=1}^{q} c_{0k}x(t-k) - \sum_{k=1}^{q} \sum_{j=1}^{T-1} [c_{kj}x(t-k) \cos \frac{2\pi j t}{T} + d_{kj}x(t-k) \sin \frac{2\pi j t}{T}]. \]

This shows that the best linear predictor of a CSS in terms of its past can be expressed in terms of its past data and the past data multiplied by sines and cosines of the fundamental and harmonic frequencies of the periods \( \{8,20\} \).

We now consider MA representations of a CSS \( x = \{ x(t) : t \in \mathbb{Z} \} \). Let

\[ \hat{x}(t) = P_H(x(t-1)), \]

where \( P_M \) denotes the orthogonal projection from the Hilbert space \( \mathbf{H} \) onto its subspace \( M \). When \( x(t) = \hat{x}(t; t-1) \), we define \( \psi(t) \) to be the normalized innovation

\[ \psi(t) = \frac{x(t) - \hat{x}(t; t-1)}{\|x(t) - \hat{x}(t; t-1)\|}, \quad t \in \mathbb{Z}. \]
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One can then express $H(x; t)$ as the direct sum $H(x; t) = sp[\psi(t)] \oplus H(x; t - 1)$.
Continuing this process $q$ more times

$$H(x; t) = sp[\psi(t), \psi(t - 1), \ldots, \psi(t - q)] \oplus H(x; t - q - 1).$$

Since $x(t) \in H(x; t)$, one can see that

$$x(t) = \sum_{k=0}^{q} b_k(t) \psi(t - k) + \nu^q(t), \quad \text{with} \quad \nu^q(t) = P_{H(x; t - q - 1)} x(t). \tag{2}$$

This general decomposition of $x$ is not as useful as one might like it to be because, in contrast to the stationary case, the coefficients $b_k(t)$ here vary with time $t$. However in the case of a CSS $x$, these coefficients vary in a periodic manner. That is, for each $k$ the coefficient $b_k(t)$ is periodic in $t$ with period $T$ and hence it can be expanded as

$$b_k(t) = \sum_{j=0}^{T-1} e_{kj} \exp \left( \frac{2\pi i j t}{T} \right).$$

Substituting these representations for the $b_k$'s into (2), one obtains

$$x(t) = \sum_{j=0}^{T-1} \left( \exp \left( \frac{2\pi i j t}{T} \right) \sum_{k=0}^{q} e_{kj} \psi(t - k) \right) + \nu^q(t). \tag{3}$$

This representation can be used to prove the following decomposition of the MA part of CSS in the sum of finitely many MA stationary sequences.

**Proposition** Suppose $x = \{x(t) : t \in \mathbb{Z}\}$ is a MA CSS with period $T$. Then $x$ can be decomposed into the sum of $T$ moving average stationary sequences $y^j = \{y^j(t) : t \in \mathbb{Z}\}$, $j = 0, 1, \ldots, T - 1$, each having the same order as that of the original sequence $x$.

**Proof:** If the CSS $x$ has an MA model of order $q$, then all the $\nu^q(t)$'s in (3) vanish,

$$x(t) = \sum_{j=0}^{T-1} \left( \exp \left( \frac{2\pi i j t}{T} \right) \sum_{k=0}^{q} e_{kj} \psi(t - k) \right) = \sum_{j=0}^{T-1} y^j. \tag{4}$$

One can then check that each MA sequence $y^j = \{y^j(t) : t \in \mathbb{Z}\}$, $j = 0, 1, \ldots, T - 1$ is stationary.

**Remarks:** We can rewrite (4) as

$$x(t) = \sum_{j=0}^{T-1} \sum_{k=0}^{q} e_{kj} \exp \left( \frac{2\pi i j t}{T} \right) \exp \left( \frac{2\pi i j (t - k)}{T} \right) \psi(t - k),$$

$$= \sum_{j=0}^{T-1} \sum_{k=0}^{q} e_{kj} \exp \left( \frac{2\pi i j k}{T} \right) \psi^j(t - k).$$

where each $\psi^j(t) = \exp \left( \frac{2\pi i j t}{T} \right) \psi(t)$, $j = 0, 1, \ldots, T - 1$, is a white noise sequence. This time-independent MA representation for the CSS $x$ shows that in order to complete our modeling one needs to estimate only $Tq$ parameters and use them with the innovations data as well as their products with some appropriate harmonic functions.

Using the above decompositions one can immediately prove the following Wold decompositions with time-independent coefficients.

**Theorem** A CSS $x = \{x(t) : t \in \mathbb{Z}\}$ with period $T$ can be decomposed as $x(t) = u(t) + \nu(t)$ with

$$u(t) = z^0(t) + \exp \left( \frac{2\pi i T}{T} \right) z^1(t) + \ldots + \exp \left( \frac{2\pi i (T - 1)}{T} \right) z^{T-1}(t),$$

where

i. the sequences $z^j = \{z^j(t) : t \in \mathbb{Z}\}$, $j = 0, 1, \ldots, T - 1$, are purely nondeterministic and jointly stationary,

ii. the sequence $\nu = \{\nu(t) : t \in \mathbb{Z}\}$ is CS and deterministic,

iii. the sequence $v = \{v(t) : t \in \mathbb{Z}\}$ is uncorrelated with each of the sequences $z^j = \{z^j(t) : t \in \mathbb{Z}\}$, $j = 0, 1, \ldots, T - 1$.

**Proof:** It is sufficient in (3) to take

$$z^j(t) = \sum_{k=0}^{q} e_{kj} \psi(t - k).$$

**Theorem** Let $x = \{x(t) : t \in \mathbb{Z}\}$ be a CSS with period $T$. Then it can be decomposed as $x(t) = u(t) + \nu(t)$ with

$$u(t) = y^0(t) + y^1(t) + \ldots + y^{T-1}(t),$$

such that

i. each sequence $y^j = \{y^j(t) : t \in \mathbb{Z}\}$ is stationary and purely nondeterministic,

ii. $\nu(t)$ is CS, deterministic, and uncorrelated to each $y^j(t)$.

**Proof:** It is sufficient in (3) to take

$$y^j(t) = \exp \left( \frac{2\pi i j t}{T} \right) z^j(t) = \exp \left( \frac{2\pi i j t}{T} \right) \sum_{k=0}^{q} e_{kj} \psi(t - k).$$
3.2 Prediction of Discrete-Time Cyclostationary Sequences

There is a well known connection between any CSS of period $T$ and the MVSS formed from its consecutive blocks of length $T$. This connection can be used to study some prediction properties of CSSs such as their Wold decomposition and Wold-Cramer concordance.

The correlation function $R(t, \tau) = (x_t \tau, x_t)$ of a CSS $x = \{x(t) : t \in \mathbb{Z}\}$ of period $T$ is periodic in $t$ with period $T$. Hence it can be decomposed as:

$$R(t, \tau) = \sum_{k=0}^{T-1} R_k(\tau) \exp \left( \frac{2\pi i j t}{T} \right). \quad (5)$$

The functions $R_k(\tau), k = 0, 1, \ldots, T - 1$ are extended to all integers by $R_k(\tau) = R_{k+T}(\tau)$. There exist measures $F_k, k = 0, 1, \ldots, T - 1$ and bimeasure $F(A, B) = \sum_{k=0}^{T-1} F_k(A \cap (B - 2\pi k / T))$ such that

$$R_k(\tau) = \int_0^{2\pi} e^{-i \lambda k} dF_k(\lambda) \quad \text{and} \quad R(t, \tau) = \int_0^{2\pi} \int_0^{2\pi} e^{-i(\tau + \theta)k} \exp \left( \frac{2\pi i j t}{T} \right) dF_k(\lambda, \theta).$$

For any subset $B$ of real numbers and any real number $\lambda, B - \lambda$ denotes the set $\{b - \lambda : b \in B\}$. This shows that the bimeasure $F$ of a CSS is concentrated on $2T - 1$ line segments $\lambda - \theta = 2\pi k / T, k = 1 - T, \ldots, T - 1$ in the square $[0, 2\pi)^2$, with $F_k$ being the mass of $F$ on each of these lines. When we talk about the absolute continuity of this spectral bimeasure $F$, its derivative $F'$, its density $f$, or its Cramer components $F^a$ and $F^s$, we mean with respect to the measure whose restriction to each of these $2T - 1$ segments is Lebesgue measure.

For a fixed integer $T$, to each univariate sequence $x = \{x(t) : t \in \mathbb{Z}\}$ we correspond the MV sequence $y = \{y(t) : t \in \mathbb{Z}\}$ defined by $y(t) = (y^0(t), y^1(t), \ldots, y^{T-1}(t))^T = (x_{Tt}, x_{T(t-1)}, \ldots, x_{T(t-T+1)})$. This correspondence is clearly one to one. It is well known that $x$ is CS with period $T$ iff its corresponding MV sequence $y$ is stationary. If we decompose $y$ (according to the Wold-decomposition for MV sequences) as the sum of two uncorrelated MVSSs $y(t) = y^0(t) + y^1(t)$ with $y^0$ being purely nondeterministic and $y^1$ deterministic, then we can go back and consider their corresponding CSSs $x^0$ and $x^1$ to get the Wold-decomposition $x(t) = x^0(t) + x^1(t)$ of $x$ as the sum of two uncorrelated CSSs $x^0$ and $x^1$, which are, respectively, purely nondeterministic and deterministic. We define the rank of a CSS $x = \{x(t) : t \in \mathbb{Z}\}$ to be the number of $x(t)$'s inside one period with $x(t) \not\in H(x; t - 1)$. It is not hard to see that the rank of a CSS $x$ is equal to the rank of its corresponding MVSS $y$ as given in [21,22]. Using this result in conjunction with the available Wold-Cramer concordance results for MVSSs in [21,22,23] one can similarly prove that the Wold-decomposition $x(t) = x^0(t) + x^1(t)$ of a CSS $x$ is in concordance with the Cramer-decomposition of a multivariate CSS.

On Recent Developments in Prediction Theory for Cyclostationary Processes

$F = F^a + F^s$ of its spectral bimeasure $F$. That is, one can prove that the spectral bimeasures of the CS components $x^0$ and $x^1$ are identical to $F^a$ and $F^s$, respectively, iff the rank of $x$ equals the rank of its spectral density $F'$.

Since prediction of the deterministic component is usually not of interest, throughout the remainder of this section the CSSs are assumed to be purely nondeterministic with an absolutely continuous (a.c.) spectral bimeasure $F$ that has a spectral density $f$. Let $x = \{x(t) : t \in \mathbb{Z}\}$ be CSS and $y$ be its MVSS in the preceding. Under appropriate assumptions, one can continue to use this linkage and obtain an algorithm for finding the best linear predictor $\hat{x}(t; t - 1)$ of $x(t)$ based on its past $H(x; t - 1)$. Because of the periodicity, our attention can be restricted to just one period, namely to $t = 0, 1, \ldots, T - 1$. For $t = 0$ the coefficients $a_k$ of our predictor

$$\hat{x}(0, -1) = \sum_{k=0}^{T-1} a_k x_{-k}$$

are exactly the coefficients of the 0-th component of the predictor $\hat{y}(0; -1)$ of the corresponding MVSS $y$ and hence can be obtained using prediction theory of MVSSs [21,22,24]. To obtain the predictor $\hat{x}(t, t - 1)$, for $0 < t < T$ we first note the following orthogonality decomposition of $H(x; t - 1)$

$$H(x, t - 1) = H(x, t - 1) \oplus \text{sp} \{x(i) - \hat{x}(i, -1) : 0 \leq i \leq t - 1\}$$

and then use this decomposition to write

$$\hat{x}(t, t - 1) = P_{H(x, t - 1)} x(t) = P_{H(x, t - 1)} x(t) + \sum_{i=0}^{t-1} c_i (x(i) - \hat{x}(i, -1))$$

$$= \sum_{k=0}^{T-1} b_k(t) x_k + \sum_{i=0}^{t-1} c_i (x(i) - \hat{x}(i, -1)).$$

The $b_k(t)$'s are exactly the coefficients of the $t$-th component of the predictor $\hat{y}(0; -1)$ of the corresponding MVSS $y$ and hence can, again, be obtained using prediction theory of MVSSs. The other coefficients, namely $c_i$'s can be obtained from a system of $t$ linear equations resulting from the following orthogonality requirements

$$x(t) = \sum_{k=0}^{T-1} a_k x_k - \sum_{i=0}^{t-1} c_i (x(i) - \hat{x}(i, -1)) \perp x(s), \quad s = 0, \ldots, t - 1.$$

The prediction problem for CSSs can be handled more efficiently using another related MVSS $z$ appearing in the following theorem. As we shall see, this new technique results in an explicit formula for the predictor of CSSs which can be calculated in a single step.

**Theorem** (Gladychev [6]) The function $R(t, \tau)$ in (5) is the correlation function of a CSS iff the matrix-valued function

$$R(\tau) = (R_{k\ell}(\tau))_{k,\ell=0}^{T-1}, \quad \text{with} \quad R_{k\ell}(\tau) = R_{k-\ell}(\tau) \exp \left( \frac{2\pi i \ell}{T} \right)$$

is the correlation function of some MVSS $z = \{z(t) : t \in \mathbb{Z}\}$. 

In order to use this new MVSS z for prediction purposes it is crucial to have an explicit representation of this z sequence in terms of the original CSS x, and vice versa. The following theorem which was first proved in [12] and is given as Theorem 4 in [25] gives such a representation.

**Theorem** (Mianec [12]) Let \( R(t, \tau) \) and \( R(\tau) = (R_{kk}) \) be the correlation function of an \( H \)-valued CSS \( x = \{x(t) : t \in \mathbb{Z}\} \) and its MVSS \( z = \{z^k(t), k = 1, \ldots, T, t \in \mathbb{Z}\} \), respectively, as related in (5). Then

\[ z^k(t) = \sum_{j=0}^{T-1} \frac{1}{\sqrt{T}} x(t + j) \exp \left( \frac{2\pi i k(t + j)}{T} \right). \]

b) Identifying \( x(t) \) in \( H \) as \( x(t) \oplus 0 \oplus 0 \oplus \cdots \oplus 0 \) in \( H \oplus H \oplus H \oplus \cdots \oplus H \), one has

\[ x(t) = \sum_{k=0}^{T-1} z^k(t) \exp \left( \frac{-2\pi i k t}{T} \right). \]

This new MVSS captures more prediction properties of the original CSS than the widely used y sequence mentioned before. This closer relation gives the following explicit formula for the predictors of CSSs, which naturally results in a more efficient algorithm for finding the predictors. Details omitted here are given in [12].

**Theorem** A CSS \( x \) has an autoregressive representation of the form

\[ \hat{x}(v; 0) = P_{H(z; 0)} x(v) = \sum_{k=0}^{\infty} A_{kk}^{(v)} x(-k) \]

whenever its corresponding MVSS \( z \) has an autoregressive representation

\[ \hat{x}(v; 0) = P_{H(z; 0)} x(v) = \sum_{k=0}^{\infty} A_{kk}^{(v)} z(-k). \]

Matrix coefficients in the representation (7) for the predictor at lag \( v \) of the MVSS \( z \) can be obtained using the available multivariate prediction techniques (cf. for example, [21,22,24]). Hence (6) furnishes an explicit formula for evaluating the predictor of CSSs under some appropriate assumptions.

### 4 CONTINUOUS-TIME CYCLOSTATIONARY PROCESSES

This section is devoted to prediction problems for continuous-time cyclostationary processes (CSP). The spectrum of these processes has been studied in [3,15,16,17]. In general, the spectrum of a CSP is a distribution rather than a measure. Hence spectral approaches here are even less promising than those in the discrete-time case and are, therefore, not discussed here. Our investigation of prediction properties of CSPs is limited to time-domain techniques and is again based on their close tie with stationary processes.

Two infinite dimensional stationary processes are associated with a bounded CSP \( x = \{x(t) : t \in \mathbb{R}\} \). These processes can be considered as counterparts of the two processes we have already discussed in the discrete-time case. As we will see they capture some approximation properties of the original CSP, a matter that is crucial for developing a Wold-decomposition and obtaining some regularity conditions for CSPs.

These two associated stationary processes have appeared in some earlier work [5,19]. They have recently been reconsidered in [16,17,18] after their discrete counterparts were proved to be very useful in [11,12].

**Definition** Let \( x = \{x(t) : t \in \mathbb{R}\} \) be an \( H \)-valued CSP with period \( T \). For each \( k \in \mathbb{Z} \) and \( t \in \mathbb{R} \) let \( z_k(t) \) be the \( H \)-valued function on \([0, T)\) defined by

\[ z_k(t) = \exp(2\pi i k t) x(t), s \in [0, T). \]

The process \( z = \{z_k(t) : k \in \mathbb{Z}, t \in \mathbb{R}\} \), regarded as a \( B(s_0, L^2([0, T], H)) \)-valued (continuous-time) process, turns out to be stationary. Here \( L^2([0, T], H) \) is the space of all \( H \)-valued functions on \([0, T] \) with a square integrable norm, and \( s_0 \) is the space of all sequences indexed by \( \mathbb{Z} \) with finitely many nonzero entries. Proof of stationarity of \( z(t) = \{z_k(t) : k \in \mathbb{Z}, t \in \mathbb{R}\} \) is easy and is therefore omitted.

**Definition** Let \( x = \{x(t) : t \in \mathbb{R}\} \) be any \( H \)-valued stochastic process and \( T > 0 \). For every \( f \in L^2([0, T], H) \) and \( k \in \mathbb{Z} \) define

\[ y_k f = \int_0^T x(kT + t) f(t) dt. \]

Clearly \( y_k \in B(L^2([0, T], H), H) \) for \( k \in \mathbb{Z} \). The \( B(L^2([0, T], H)) \)-valued sequence \( y = \{y_k : k \in \mathbb{Z}\} \) will be referred to as the y-sequence associated with \( x = \{x(t) : t \in \mathbb{R}\} \).

**Proposition** \( x = \{x(t) : t \in \mathbb{Z}\} \) is a CSP if and only if its associated infinite dimensional sequence \( y \) is stationary.

**Proof:** If \( x \) is a CSP then for any two functions \( f, g \in L^2([0, T], H) \) we have

\[ (y_{m+1} f, y_{n+1} g) = \int \int (x(mT + T + t), x(nT + T + s)) f(t) g(s) ds dt = (y_m f, y_n g), \]

which means \( y \) is stationary. Conversely, if \( y \) is stationary, that is, if

\[ (y_{m+1} f, y_{n+1} g) = (y_m f, y_n g), \quad \text{for all } f, g \in L^2([0, T], H), \]

then one can prove

\[ \int \int (\varphi(s) \psi(t)(x(s + T), x(t + T)) ds dt = \int \int (\varphi(s) \psi(t)(x(s), x(t)) ds dt \]

for all rapidly decreasing functions \( \varphi, \psi \) on \( \mathbb{R} \), which completes the proof.
Remarks: The x-process seems more promising using spectral-domain techniques, whereas the y-sequence seems better using time-domain techniques. This follows because prediction theory of infinite dimensional stationary sequences is more developed than that of infinite dimensional stationary processes.

Now we use these ideas to study some prediction properties of CSPs. We start by showing that a CSP x and its associated y-sequence and z-process share the same prediction properties. In particular, we show that the CSP x and its associated z-process and y-sequence are deterministic (purely nondeterministic) simultaneously.

To proceed we need the following lemma whose proof is given in [16,17].

Lemma Let M(t) be a measurable subspace-valued function in a separable Hilbert space H. Then the orthogonal complement L^2([0,T), H) \subseteq \{ f \in L^2([0,T), H) : f(t) \in M(t) \text{ a.e.} \} of the subspace \{ f \in L^2([0,T), H) : f(t) \in M(t) \text{ a.e.} \} in L^2([0,T), H) is given by

L^2([0,T), H) \subseteq \{ f \in L^2([0,T), H) : f(t) \in M(t) \text{ a.e.} \} = \{ f \in L^2([0,T), H) : f(t) \in M(t)^{\perp} \text{ a.e.} \}.

Using this lemma one can prove the following two propositions.

Proposition Let \( x(t) : t \in \mathbb{R} \) be a CSP and let y = \{y_k : k \in \mathbb{Z} \} be its associated y-sequence. Then H(x; (n+1)T) = H(y; n) for every n \in \mathbb{Z}.

Proposition Let \( x(t) : t \in \mathbb{R} \) be a CSP with period T and let z(t) = \{z_k(t) : k \in \mathbb{Z}, t \in \mathbb{R} \} be its associated z-process. Then\n
i. H(z; \infty) = \{ f \in L^2([0,T), H) : f(t) \in H(x; \infty) \text{ a.e.} \},
ii. H(z; s) = \{ f \in L^2([0,T), H) : f(t) \in H(x; s + t) \text{ a.e.} \},
iii. H(z; -\infty) = \{ f \in L^2([0,T), H) : f(t) \in H(x; -\infty) \text{ a.e.} \}.

The next theorem is an immediate consequence of the last two propositions.

Theorem Consider a CSP \( x(t) : t \in \mathbb{R} \) with period T and its associated z-process and y-sequence. The following conditions are equivalent:

a. \( x \) is purely nondeterministic (respectively, deterministic),

b. \( z \) is purely nondeterministic (respectively, deterministic),

(c. \( y \) is purely nondeterministic (respectively, deterministic).

This theorem makes it possible to utilize the prediction theory of infinite dimensional stationary processes for studying CSPs. As an example, we employ this idea to obtain a Wold-decomposition for CSPs.

Theorem (Wold-Decomposition) Let \( x(t) : t \in \mathbb{R} \) be a CSP with period T. Define \( x^z(t) = P_{H(x; -\infty)} x(t) \) and \( x^y(t) = x(t) - x^z(t) \) for \( t \in \mathbb{R} \). Then

- \( x^z = \{ x^z(t) : t \in \mathbb{R} \} \) and \( x^y = \{ x^y(t) : t \in \mathbb{R} \} \) are two jointly CSPs with period T;
- \( x^z \) is deterministic;
- \( x^y \) is purely nondeterministic;
- \( H(x^z; t) \oplus H(x^y; t) = H(x; t) \) for every \( t \in \mathbb{R} \).

Furthermore, this decomposition is unique. That is if \( x^z = \{ x^z(t) : t \in \mathbb{R} \} \) and \( x^y = \{ x^y(t) : t \in \mathbb{R} \} \) are any two CSPs satisfying (i)-(iv) as well as \( x(t) = x^z(t) + x^y(t) \), for all \( t \in \mathbb{R} \), then \( x^z(t) \) must be equal to \( P_{H(x; -\infty)} x(t) \) for all \( t \in \mathbb{R} \).

The following is a sketch of a proof of this theorem.

Proof: Let \( z(t) = \{ z_k(t) : k \in \mathbb{Z}, t \in \mathbb{R} \} \) be the z-process associated with our CSP x. The Wold-decomposition theorem for infinite dimensional stationary processes given for example in [26] decomposes the x-process uniquely into the sum of two \( B_{\mathcal{H}_0}(L^2([0,T), H)) \)-valued processes \( x^z = \{ x^z_k(t) : k \in \mathbb{Z}, t \in \mathbb{R} \} \) and \( x^y = \{ x^y_k(t) : k \in \mathbb{Z}, t \in \mathbb{R} \} \), such that

a. \( x(t) = x^z(t) + x^y(t) \), for all \( t \in \mathbb{R} \),

b. \( H(x; t) = H(x^z; t) \oplus H(x^y; t) \), for all \( t \in \mathbb{R} \),

c. \( H(x^z; t) = H(x^y; \infty) \), for all \( t \in \mathbb{R} \),

d. \( H(x^y; -\infty) = \{0\} \).

Now let \( x^z(t) = P_{H(x; -\infty)} x(t) \) and \( x^y(t) = x(t) - x^z(t), t \in \mathbb{R} \). Then \( H(x^z; t) \oplus H(x^y; t) = H(x; t) \) for all \( t \in \mathbb{R} \). If \( U \) is the unitary operator defined by \( U(x^z(t)) = \sum a_k x(t_k + T) \), then \( P_{H(x^z; -\infty)} = U P_{H(x; -\infty)} \), because \( U H(x; -\infty) \subseteq H(x; -\infty) \) and \( U^{-1} H(x; -\infty) = H(x; -\infty) \). Therefore \( x^z(t + T) = U x^z(t) \) and \( x^y(t + T) = U x^y(t) \), for all \( t \in \mathbb{R} \). This implies that the processes \( x^z \) and \( x^y \) are both periodic with period T. The proof that \( x^z = \{ x^z(t) : t \in \mathbb{R} \} \) is purely nondeterministic and \( x^y = \{ x^y(t) : t \in \mathbb{R} \} \) is deterministic follows from (c) and (d).

Remarks: One can continue this line of work in conjunction with the known results on the spectrum of CSS processes to obtain some spectral characterizations for a CSP to be purely nondeterministic. However, because of their limited applications, this is not pursued here.
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CCST (see Canonical correlation significance
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CCT (see Canonical correlation test)
CDMA (see Code division multiple-access)
CE (see Cycloergodic processes)
Cellular communication system, design of, 169
Cepstral approach to channel identification, 426
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channel identification/equalization)
Channel identification (see Blind adaptive
channel identification/equalization)
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Control problems in presence of CS disturbances,
269
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algorithm, 184–86, 195–98
processor, block diagram of, 191
cross-talk suppression, 330
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formulas for QAM, 135–37
history of, 98–103
and interpretation of sine-wave generation,
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polyperiodic, 240–64
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FST (see Fourier series transform)
Fundamental concepts of cyclostationarity, 10–32
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Impulse third-order cycle frequencies, 119
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numerical examples, 354–59
Joint transmitter/receiver optimization for multuser communications, 329–59
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Markovian representation of a CS autocovariance function, 276–78
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MDL (see Minimum description length principle)
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MIMO (see Multiinput, multoutput models)
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Minimum variance distortionless response (MVDR) beamforming, 182
Mitigation of multipath fading effects, 8
Mixing conditions, 52
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properties of temporal, 115–19
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spectral, 120–22
temporal, 104–8
Monodromy matrix and stability, 270
Multiinput, multoutput (MIMO) models, 330
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optimization of transmitter and receiver for uncoordinated, 342–53
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Multipath-channel identification, 391–415
cyclostationary model for, 393–94
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Multisensor communication, 329–59
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Nonstochastic statistical inference and decision, 15
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One-hit spectral correlation algorithm (OBSCA), 473
Operational definition of polycyclic stationarity, 179
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Orthogonality condition in polyperiodic linear filtering, 250, 156, 160, 264
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PAM (see Pulse-amplitude modulated signals)
PAR (see Periodic autoregressive cyclostationarity models)
Parameter estimation (see Estimation)
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frequency-domain of HOCS, 119–24, 144–46
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PARMA (see Periodic autoregressive moving average cyclostationarity models)
PC (see Periodically correlated processes)
PCCA (see Programmable canonical correlation analyzer)
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Periodic autoregressive (PAR) cyclostationary models, 7, 284, 289, 483
Periodic autoregressive moving average (PARMA) cyclostationary models, 7, 268, 283, 294–91
Periodically correlated (PC) processes, 295–96
Periodically time-varying filtering, 8, 58–64, 247–58
Periodically time-varying (PTV) linear systems, 240–65
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first-order, 35
hidden, 35
nth-order, 106
second-order, 40
Periodic moving average (PMA) cyclostationary models, 7, 483–85
Periodic prediction of cyclostationary processes, 8, 77–78
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Periodic Riccati equation, 279–83
Periodic spectral factorization theorem, 287, 289
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Phase randomization, 25–29, 128
Phase-SCORE algorithm, 194, 215–16
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applicability of mathematics of, 14
of second order, 32–40
see also Cyclostationary signals;
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Polycycloergodic processes definition, 21
see also Cyclostationary processes
Polycycloergodic time-series, definition, 23
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Polyperiodic component
extraction, fundamental theorem of, 23
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linear operation for extraction of, 12
potential generation of, 11
Polyperiodic filtering (see Filtering)
Polyperiodic FOT Pi, 22
Polyperiodic FOT PD, 22
Polyperiodic nonlinear systems, identification of, 80
Polyperiodic time-variation
mathematical characterization of, 13
physical evidence of, 11, 13
Polyphase, 100, 127–28
measurement of, 141
Power spectral density (PSD), 46
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and causality, 28, 77–78
of discrete-time cyclostationary sequences, 27, 77–78, 486–88
error (PE) representation of CS processes, 268, 280
for PARMA models, 286–89
theory for cyclostationary processes, recent developments in 480–91
Probabilistic analysis using time-space theory, 31
Probability density function, 18, 98
Probability distribution function, 17
Probabilistic models
for nonstochastic statistical inference and decision, 15–16
operational origin of, 11
stochastic vs. nonstochastic, 13–15, 321
Probability-space approach, abstractions introduced by, 30
definitions of S, CS, PCS, 21, 25
two theory, duality with time-space theory, 20
Programmable canonical correlation analyzer (PCCA), 191–92
Proxy algorithm, 392, 397
PSD (see Power spectral density)
PSK (see Phase-shift-keyed signals)
PTV (see Periodically time-varying linear filters)
Cycloergodic modulated signals (PAM) analysis of, 362–88
cycloergodic autocorrelation of, 61–62
cycloergodic power spectral density of, 135–40
cycloergodic temporal cumulant, 135–40
deterministic relationship between pairs of spectral components of, 362
measured constants of, 147–51
power spectral density of, 38–40
separated using periodic filters, 8, 28, 73–78
sine-wave generation from, 38
spectral correlation density of, 59–62
temporal and spectral cumulants of, 135–40
Pulse-shaping at the transmitter, 331
Pure and impure components of an nth-order sine wave, identifying, 107
Pure nth-order sine waves, 105, 108–10
Pure second-order sine waves, 108
Pure sine waves and temporal cumulants, 114
Pure stationarity/cyclostationarity, 23
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QAM (see Quadrature-amplitude modulation signals, digital)
QPSK (see Quadrature-phase-shift keying signals)
Quadrature-amplitude modulation (QAM) signals, digital
cycloergodic power spectrum of, 135–40
cycloergodic temporal cumulant of, 135–40
equalization for, 204–12, 415–33, 457–53
optimization of transmitters and receivers for, 329–59
separated by frequency-shift filters, 8, 28, 73–77
Quadrature components
statistics of, for squared PAM, 379–81
variances and covariances of, for PAM, 367–73
Quadrature self-noise, vanishing of, 370, 381–82, 387
Quartermode phase-shift keyed (QPSK) signals and blind equalization with antenna arrays, 451
complex envelope of, 61
and frequency shift filtering, 73–77
measuring spectral correlation of, 64–65
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Radio-signal analysis, 9
Random processes (see Cyclostationary processes; Polycyclostationary processes)
Rational CS process, 277
RD (see Reduced dimension functions)
Realization problem, 277
Reduced-dimension (RD) functions, 116–17, 123–54, 139
Reparameterization and estimation for periodically and almost periodically correlated random processes, 295–321
prediction, and identifcation of cyclostationary processes, 267–92
Riccati equation, periodic, 268, 278–81, 283
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S (see Stationary time series definition)
Sampling effects on spectral moments and cumulants, 55–58, 134–35
SAS (see Scaling amplitudes)
Scaling Amplitudes, 392
SCD (see Spectral correlation density)
SCORS (see Spectral coherence-restoratinal algorithms)
SCORE-STFMA (see Spectral coherence-restorational-space-time-frequency-division multiple access)
SDMA (see Space division multiple access)
Second-order cyclic spectra, establishing channel identifiability based on, 418
Second-order poly-cyclostationarity (SOC), 92
Semi-invariants, 100
Sensor array processing
conclusions about, 227
for cyclostationary signals, 108–230
implications of cyclostationarity for, 177–78
Signals
of interest (ISO), 174
of interest (SNDO), 174–221
introduction to cyclostationary, 1–80
selectivity, 66–67, 115–16, 125, 169
stochastic vs. nonstochastic operational models, 13–15
types of interest to study of cyclostationarity, 11
(see also Cyclostationary signals; Polycyclostationary signals)
Sine-wave
component extractor, 22
generation, 2, 11–13, 34–39
impure nth-order, 106–8
pure nth-order, 108–10
Single-input, single-output (SISO) system, 329
SISO (see Single-input, single-output)
SMF (see Spectral moment function)
SNR (see Signal not of interest)
SOC (see Second-order cyclostationary)
SOC (see Signal of interest)
Space division multiple access (SDMA), 196
Space-time-frequency division multiple access (STFDMA), 197–202
Spatial and fractionally spaced temporal equalization, 204
Spatial filtering
conventional methods for adapting, 182–83
cyclostochasticity-exploiting methods for adapting, 183–92
(see also Filtering)
Spatial resolution, superior, 72
Spatio-temporal equalization, 204–11
Spatio-temporal filter (STF), 179–81
Spectral analyzer for measuring PSD, 46
Spectral-coherence alignment (SPECOCOA), 71, 156, 395–96
Spectral-coherence-restored (SCORE) algorithms, 72, 170, 183–95
Spectral-coherence-restored–space-time-frequency division multiple access (SCORE- STFDMA), 199–202
function (see Spectral correlation density)
Spectral correlation density (SCD)
complex, 47
effects of signal processing operations on, 51–62
for an AM signal, 50–51
for digital signals, 52–64
for a FM signal, 59–60
function, 34, 46–61
and HOCs, 125–27
Spectral cumulant function (SCF), 122–24
Spectral estimation (see Spectral correlation analysis)
Spectral factorization, periodic, 287–89
Spectral leakage, 146 (see also Cycle leakage)
Spectral line generation (see Sine-wave generation)
Spectral measure, time dependent, 309
Spectral moment function (SMF), 120–22
Spectral parameters of HOCs, 119–24
Spectral redundancy, 66–69
exploitation of, 2, 8, 66–69
measures of the degree of, 49
Spectral theory
for the covariance, 297–301
for harmonizable cases, 301–3
of PC and APC processes, 295
Spectrum analyzer, for measuring PSD, 46
Spread-spectrum signal, optimum demodulation filter for, 257
Spread spectrum and spatial filtering, 202–3
SSPS (see Symmetric periodic positive semidefinite)
SQPSK (see Staggered quaternary phase-shift-keying)
SSCA (see Strip spectral correlation algorithm)
Staggered quaternary phase-shift keying signals (SQPSK), 63–64
State-space approach to cyclostochastic processes, 267–92
State-space representations
equivalence of, 272
properties of, 269, 274–84
Stationary linear time-varying systems, similarity to polypersistent systems, 243
Stationary (S) time-series definition, 23
Statistical analysis of time-series, other theories for, 95–97
Statistical inference and decision in communications engineering, 16
and HOCs, 157
nonstochastic, 15–16
problems, 9
STF (see Spatio-temporal filter)
STFDMA (see Space-time-frequency division multiple access)
Stochastic cyclostationary processes.
274
evolution of moments of, 275–76
Stochastic process
approach, advantages of, 29–30
definitions, 21–22, 24–25
framework, pitfalls of, 26–29
Stochastic processes
tests in, 102
Venn diagram of classes of, 21, 25
(see also Cyclostationary processes; Polystationary processes)
Stochastic vs. nonstochastic operational models, 13–15
Strip spectral correlation algorithm (SSCA), 457, 468–70
Submanifolds for CP, 142
Symmetric periodic positive semidefinite (SSPS) matrices, 277
Synchronization, 362–88
T
Tapped-delay-line (TDL) filter, 255
TCF (see Temporal cumulant function)
TDL (see Tapped-delay-line filter)
TDMA (see Time division multiple access)
TDOA (see Time-difference-of-arrival estimation)
Telemetry signals, 8
Temporal correlation coefficient, 42
Temporal crosscorrelation, 42
Temporal cumulant function (TCF), 103–14
Temporal-expectation operation, 19
Temporal moment function (TMF), 13, 105–6, 129, 133
Temporal parameters of HOCs, 104–19
Temporal probability
approach, 31
distribution functions, 13
Terminology, 7, 43
Theoretical frameworks, dual, 17–20
time division multiple access (TDMA), 196
time-dependent spectral representation, 310
time-difference-of-arrival (TDOA) estimation, 70–71, 155–56, 391–413
time-invariant representation (TIR), 272
time-invariant system identification formula, 397
time sampling, (see Sampling signals on spectral moments and cumulants)
time-series
approach to cyclostochasticity, 1
models, construction of, 30
vs. stochastic processes, 13–15, 95
(see also Cyclostationary time-series; Polystationary time-series)
time-smoothed cyclic (cross) periodogram, 456–58
time-smoothing algorithms for spectral correlation analysis FFT-based, 456–70
time-space
approach, need to adopt, 30
theory, 20, 31, 33
TIR (see Time-invariant representation)
TMF (see Temporal moment function)
Transmitter and receiver optimization
(see Multinput, multijoutput models)
Translation series representation (TSR), 248, 309, 310
TSR (see Translation series representation)
U
ULA (see Uniform linear array)
Uniform linear array (ULA), 172
Uniformly APC (UAPC) processes, 300
Uniprocessor implementation
of FAM, 466
of SCA, 469
Unitary operators
family of, 306
of PC processes, 305–8
representations based on, 308
unitary transformation, 337
V
VCBM (see Variable coefficient based method)
Variable coefficient based method (VCBM), 225
Volterra series
model identification, 80, 93
in origin of temporal probability model, 11–13, 104
W
Weakly harmonizable processes, 302
Weakly stationary processes, 296
Weakly stationary vector sequences, 307
Weak-signal detection, 69, 97, 98, 151–54
Whitening filter, 282
Wideband cyclic MUSIC, 215
Wideband SCORE algorithm, 195–96, 202–3
Wide-sense cyclostationary (WSCS) processes, 32–65
Wiener filter
cyclic, 77, 179, 150–64, 331
multinput-multijoutput, 251
Wiener’s generalized harmonic analysis, 296
Wold decompositions, 485, 488–91
WSCS (see Wide-sense cyclostationary processes)
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