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Abstract—The problem of key generation over wireless fading
channels is investigated. First, a joint source-channel approach
that combines existing source and channel models for key agree-
ment over wireless fading channels is developed. It is shown that,
in general, to fully exploit the resources provided by time-varying
channel gains, one needs to combine both the channel model, in
which Alice sends a key to Bob over a wireless channel, and the
source model, in which Alice and Bob generate a key by exploiting
the correlated observations obtained from the wireless fading
channel. Asymptotic analyses suggest that in the long coherence
time regime, the channel model is asymptotically optimal. On
the other hand, in the high power regime, the source model is
asymptotically optimal. Second, the framework is extended to the
scenario with an active attacker. Assuming that the goal of the
attacker is to minimize the key rate that can be generated using
the proposed protocol and the attacker will employ such an attack
strategy, the attacker’s optimal attack strategy is identified and
the key rate under this attack model is characterized.

Index Terms—Active security attack, information theoretic se-
curity, key generation, key rate, optimal attack strategy.

I. INTRODUCTION

R ECENTLY, the study of security from an information
theoretic perspective has attracted considerable attention.

(See [3] for a recent review of results in this area.) In this paper,
we focus on the problem of key agreement over wireless fading
channels, in which two terminals, Alice and Bob, connected
by a wireless fading channel wish to establish a key through
the wireless channel while keeping the key secret from an
eavesdropper Eve. The goal is to establish a key with a rate as
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large as possible under the constraint that the observations at
Eve do not provide any information about the generated key.
There are two lines of previous work relating to key agree-

ment over fading channels: that concerned with the channel
model and that concerned with the source model. In the channel
model studied in [4] and [5],1 the time-varying channel gain
fromAlice to Bob is assumed to be known by all parties, namely
Alice, Bob, and Eve. The ability to transmit information se-
curely relies on a nonzero probability that the channel gain from
Alice to Bob is larger than the channel gain from Alice to Eve.
In the source model studied in [6]–[11], the channel gain from
Alice to Bob is assumed to be unknown everywhere a priori.
Alice and Bob each estimate the unknown channel gain. In this
way, Alice and Bob obtain correlated observations that can then
be used to generate keys using the key generation from common
randomness method introduced in [12].
There are two main limitations of the existing studies. First,

each of the channel model and the sourcemodel successfully ex-
ploits only one aspect of the resources provided by the varying
channel gains. More specifically, the channel model exploits
the possibility of a larger channel gain at the receiver while
the source model exploits the fact that Eve does not know the
channel gain from the source to the destination. However, the
channel model does not exploit the opportunity provided by the
fact that Eve does not know the channel gain from Alice to Bob.
As a result, the key rate generated using the channel model sat-
urates even if the available transmit power goes to infinity [4],
[5]. On the other hand, the source model does not exploit the
possibility that the channel gain from Alice to Bob might be
better than the channel gain from Alice to Eve. Hence, the key
rate generated using the source model goes to zero when the co-
herence time of the channel increases [6].
Second, in all these studies, it is assumed that the attacker is

passive, meaning that it only overhears (does not transmit over)
the channel and tries to infer information about the generated
key. This assumption implies that the messages exchanged be-
tween Alice and Bob are authenticated and will not be modi-
fied by the attacker. In reality, an active attacker might modify
the messages exchanged between Alice and Bob. For example,
when Alice and Bob try to learn the channel gain, Eve can
send attack signals to make the channel estimation imprecise.
Similarly, when Alice and Bob exchange information over the
channel, Eve can modify the message exchanged over the wire-
less channel. The problem of key generation over an unauthen-
ticated channel has been studied in [13]–[15]. These papers as-

1These papers consider the transmission of a secret message from Alice to
Bob. If Alice uses this secret message as a secret key, then the schemes in these
papers can be used for key agreement purposes.
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sumed that the attacker can completely block the communica-
tion link between Alice and Bob. Under this assumption, these
papers developed a key agreement protocol that allows these
two terminals to achieve the following two goals: 1) In the time
slots when the active attack occurs, the two terminals can de-
tect the presence of the attack with a probability close to 1; 2)
In the time slots when the active attack does not occur, the two
terminals can establish a key with a rate equal to the rate that
one can achieve as if the attacker is passive. Obviously, if the
attacker chooses to attack all the time, these two terminals will
not be able to establish a key under this model. The main reason
for this pessimistic result lies in the assumption that the attacker
can completely block the communication link between Alice
and Bob. Hence when an active attack occurs, what the receiver
receives comes purely from the attacker. However, in wireless
communications it is difficult, if not impossible, to completely
block a communication link. Hence, even if the attack occurs,
the receiver will still be able to receive signals from the trans-
mitter (although the received signal will be corrupted by signals
from the attacker).
In this paper, we develop key agreement algorithms that ad-

dress these two issues. We first develop a joint source-channel
approach that combines the existing channel model and source
model for the key generation. As a result, one can design a
scheme that can exploit the advantages provided by both of
these two models. Our key agreement protocol has two phases.
In the first phase, Alice and Bob send training signals over the
channel alternately and obtain an estimate of their respective
channel gains. In the second phase, Alice sends an auxiliary
message, which will be used to distill a key from the correlated
observations obtained in the first phase and sends a new ran-
domly generated key to Bob. The total key rate is the sum of
the key rate that can be generated from the correlated observa-
tions and the rate of the newly generated key. Our asymptotic
analysis suggests that the channel model is asymptotically op-
timal as the coherence time of the channel becomes long. On
the other hand, in the high power regime, the source model is
asymptotically optimal. We note that the idea of sending artifi-
cial noise can also be incorporated into our work. However, it is
more suitable to send artificial noise if there are relays [16] or if
we consider feedback [17], or if we consider multiple antennas
[18], [19]. In the single antenna case as considered in this paper,
sending artificial noise may lead to performance loss.
We then extend this approach to the case of an active at-

tacker, whose goal is to minimize the key rate that can be gen-
erated using our key agreement protocol. The attacker can de-
sign the signal it transmits based on the signal overheard over
the channel. We first characterize the attacker’s optimal attack
strategy for our protocol. In this paper, we assume that the at-
tacker uses an independently and identically distributed attack
strategy to minimize the key rate and will actually employ the
identified attack strategy. We note that the active attacker con-
sidered in this work is more benign than those considered in
arbitrarily varying channels [20], [21]. The study of more ad-
vanced attack models is an interesting topic for future work. We
show that during the first phase, the optimal attack strategy is
to send correlated Gaussian random signals. During the second
phase, the optimal attack strategy is to send a Gaussian jamming

signal. We then characterize the key rate that can be generated
from the fading wireless channel in the presence of an attacker
that employs the optimal attack strategy. With this approach,
Alice and Bob can establish a key over the wireless fading chan-
nels even in the presence of an active attacker under certain
circumstances.
The remainder of the paper is organized as follows. In

Section II, we introduce the model under study. In Section III,
we develop our joint source-channel approach for key gen-
eration. In Section IV, we extend our protocol to the case of
an active attacker and study the corresponding performance.
Finally, we present concluding remarks and point out possible
future directions in Section V.

II. MODEL

Two terminals, Alice (A) and Bob (B), wish to agree on a
key through a wireless fading channel in the presence of an ac-
tive attacker Eve (E). All three terminals can transmit over the
wireless channel. We assume that Alice and Bob are half-duplex
nodes, while the attacker is a full-duplex node. In this paper, we
assume that the goal of the attacker is to minimize the key rate
generated by Alice and Bob from the wireless channel. The at-
tacker can receive a noisy version of the signal transmitted by
the legitimate terminals. In addition, it can transmit signals to
contaminate the signal transmitted by the legitimate users. In
particular, if Alice transmits in a given channel use, then
Bob and Eve receive

(1)

and (2)

respectively, in which is the channel gain from Alice to
Bob, is the signal transmitted by Eve and received by Bob,

is zero mean Gaussian noise with variance , is the
channel gain from Alice to Eve, and is zero mean Gaussian
noise with variance . We note that what matters from the at-
tacker’s perspective is the signal that arrives at the legit-
imate receiver. In this paper, we assume that the eavesdropper
knows its channel state to the legitimate receiver and can hence
control its output signal to the legitimate receiver to achieve
its attacking goal by mitigating the impact of its channel on
the output signal.2 Hence, we did not assume any particular
fading model from the attacker and legitimate receiver. In the
following, we will characterize the optimal distribution of the
optimal arriving attack signal. Alternatively, if Bob transmits

in a given channel use, then Alice and Eve receive

(3)

and (4)

respectively, in which is the channel gain from Bob to
Alice, is zero mean Gaussian noise with variance , and

is the channel gain from Bob to Eve. We note that the anal-
ysis can be easily carried out to the case in which the noise vari-
ance of is different from that of . Similarly to (1),
is the attack signal from the attacker as received by Alice. We

2Note that Eve could estimate the channels from Alice and Bob via
reciprocity.
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assume that , and are independent of each other. We
note that in the model considered in [13]–[15], and

(i.e., if there is an active attack, the receiver receives
a signal only from the attacker).
We assume that the channel is reciprocal, that is .

Due to different transmission paths, is independent of
and . We consider an ergodic block fading model, in which
the channel gains are fixed for a block of symbols and change
to other values at the beginning of the next block. In this paper,
we assume and . We as-
sume that none of the terminals knows the value of the fading
gains. The noise processes are assumed to be independent and
identically distributed (i.i.d.) over channel uses and terminals.
We also assume that Alice and Bob know the statistics of
and .
Let and

denote codewords sent by Alice
and Bob, respectively, and be the attack signal
sent by Eve (which results in the received signals
and ) over uses of the channel. Here, could
be larger than the channel coherence time ; that is,
a codeword can span multiple coherence blocks. Let

,
and denote corresponding ob-
servations at Alice, Bob and Eve, respectively. Since we have
a half-duplex constraint on the legitimate users,
when . Here, denotes either no observation or
no transmission. Similarly, when . To
make a fair comparison to schemes in which only one terminal
transmits, we have a total power constraint, that is

(5)

We also assume that the attacker has an average power con-
straint , that is

(6)

Both Alice and Bob will generate a key based on the sequence
it sends and signals it receives from the wireless channel. Let
and denote the key generation functions at Alice and

Bob, respectively, so that and
. A key rate is said to be achievable if for

each , there exists an such that for each we
have that

(7)

(8)

(9)

and

(10)

in which denotes the size of the alphabet used for the dis-
crete variable .

III. JOINT SOURCE-CHANNEL KEY AGREEMENT PROTOCOL

In this section, we develop a joint source-channel key agree-
ment protocol. Here, we assume that the eavesdropper is pas-
sive, i.e., . We first consider a scenario in which there
exists a public channel, through which both Alice and Bob can
exchange messages. All messages transmitted over the public
channel will be overheard by Eve noiselessly. The scheme de-
veloped in this scenario provides insight for a more realistic
scenario in which there is no public channel available. We then
consider this more realistic model. In both cases, key agreement
schemes that benefit from both the source model and the channel
model are developed. In both scenarios, asymptotic analyses
suggest that the channel model is asymptotically optimal as the
coherence time of the channel becomes long. On the other hand,
in the high power regime, the sourcemodel is asymptotically op-
timal. We also find that, in the asymptotic regime, either in long
coherence time or high power, the achievable key rate without
the public channel is the same as that we can achieve when there
is a public channel.

A. Key Agreement With Public Channel

To assist in the presentation, we first consider a scenario in
which, in addition to the wireless channel, there is a public
channel with infinite capacity. This scenario will provide in-
sights for a more realistic scenario in which there is no public
channel available. Both Alice and Bob can transmit over this
public channel, and Eve can overhear any messages exchanged
over this public channel. In this scenario, the key generation
functions at Alice and Bob can also depend on the communica-
tions that have taken place over the public channel. Let be the
collection of messages exchanged over the public channel; then

and . Now,
Eve observes both and , and hence we require that the mu-
tual information between the generated key and should
be small; that is

We consider a training-based scheme as shown in Fig. 1. In
this training-based scheme, Alice and Bob first obtain an esti-
mate of their channel gain through training. That is, at the be-
ginning of each block, Alice sends a known training sequence
to the wireless channel, Bob obtains an estimate of the channel
gain, and then Bob sends a known training sequence to the wire-
less channel fromwhichAlice obtains an estimate of the channel
gain. These two estimates will not be the same, but will be cor-
related. Eve can also estimate her channel, but the observations
at Eve will be independent of the observations at both Alice and
Bob because of the independence of the noise processes and
fading gains. Then Alice and Bob generate a key from these cor-
related observations with the assistance of the public channel.
After the training phase, Alice also sends another randomly gen-
erated key using the noisy wireless channel. Let denote the
amount of time spent on training, and let denote the
amount of time that is used in the second stage.
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Fig. 1. Training based scheme.

Suppose Alice sends a known sequence of size ,
with . Bob receives

(11)

where . After that, Bob sends
a known sequence of size over the wireless
channel, and Alice receives

(12)

where .
Alice and Bob use and in the following twoways:

1) to generate a key from these two correlated observations
using the source model through the public channel and 2) to
generate an estimate of the channel gain in the given co-
herence block, which will be used for the key generation using
the channel model.
1) Key Generation From Training Phase: We first look at

the key generation using the source model. Alice computes a
sufficient statistic for via

(13)

in which denotes the norm of its argument. Similarly, Bob
computes a sufficient statistic for via

(14)

in which denotes the norm of its argument. Note that
is a zero mean Gaussian random variable with variance

, and similarly is a zero mean Gaussian random
variable with variance . Assuming that Alice
and Bob transmit with power during the training period, we
have and .
We first have the following observation showing that and
retain the mutual information between and ; i.e.,

they are sufficient for the key generation purpose.
Lemma 3.1:

(15)

Proof: It is easy to see that the following Markovian rela-
tionship is true:

(16)

which implies . Similarly, from
the Markovian relationship

(17)

we have . Hence,
.

From one can generate a key with rate [12]

(18)

(19)

in which the normalization factor comes from the fact that
the channel gain is fixed for symbols, meaning that we can ob-
serve only one value of for every symbols. To gen-
erate a key with such a rate, one can use the standard Slepian-
Wolf coding scheme [12]. More precisely, for every symbol
times, which is as large as a number of blocks of symbol times,
Alice has observations of the random variable

, where denotes the largest integer that is smaller than its
argument. These observations are collected into a vector

, where is a quantized version
of with quantization interval . ’s are indepen-
dent of each other. Similarly, Bob has a vector of observations

. Alice randomly divides the
typical sequences into nonoverlapping bins, with each bin

having typical sequences. Hence, each se-
quence has two indices: bin number and index within the bin.
Now, after observing the vector , Alice sets the key to be
the index of this sequence within its bin. Alice then sets the bin
number as the helper data and sends it to Bob through the public
channel. That is, Alice needs to send bits of in-
formation through the public channel, where denotes
the conditional entropy of given . After combining the in-
formation observed from the public channel with , it can
be shown that Bob can recover the value of with proba-
bility arbitrarily close to 1. Then Bob can recover the value of
the key. At the same time, it can be shown that the bin number
and index within each bin are independent of each other. Hence,
even though the eavesdropper can observe the bin number trans-
mitted over the public channel, it learns no information about
the generated key. We note here that the codebook information
is public, i.e., everyone including the attacker knows the code-
book information. Now, by letting the quantization level go
to zero, one can achieve the key rate (18). We need to note that
as goes to zero, the rate of the helper data goes to infinity.
This will not be an issue if there is a public channel with infi-
nite capacity but will be an issue if there is no public channel,
as discussed in the sequel.
2) Key Generation After Training Phase: After the training

period of symbols, Alice can send another randomly gen-
erated key to Bob using the scheme developed for the fading
eavesdropper channel [4]. More specifically, Bob obtains a min-
imum mean square error (MMSE) estimate of the channel
gain in the given coherence block

(20)

and treats this as the true value of the channel gain. We can write
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in which is the estimation error. It is easy to verify that
is a zero mean Gaussian random variable with variance

.
We consider a simple scheme inwhichAlice does not perform

power control or rate control. Clearly, one can improve this rate
by allowing Alice to adapt her transmission scheme based on
her estimate of the channel. But this simple strategy allows us
to decouple the key generation problem in these two stages. If
Alice adapts her transmission scheme based on her estimated
channel gain, the eavesdropper might be able to learn some in-
formation about the channel gain during the second stage,
which complicates the key generation from the source model.
Alice sends a key to Bob, using a constant power . Then the
following secrecy rate is achievable [4]:

(21)

(22)

in which . Here, the first term is the rate that
Bob can decode using a mismatched decoder [22], [23]. The
second term is an upper bound on the mutual information that
Eve can accumulate. We obtain this upper bound by assuming
that Eve has perfect knowledge of . We note here that Alice
and Bob do not need to know the instantaneous value of .
In summary, we have the following result.
Theorem 3.2: In a wireless fading channel with a public

channel, the following secret key rate is achievable using the
training based scheme:

(23)

(24)

in which and are given by (18) and (21), respectively.
One can optimize the key rate by choosing appropriate values

of , and . If is small, one has more time left for
transmitting a key using the channel model. But the estimates
of channel gain at Alice and Bob will be coarse, which will af-
fect both key generation processes using the source model and
the channel model. On the other hand, if is large, one can
generate a larger key rate using the source model, since the es-
timates of the channel at Alice and Bob are more precise. But,
in this case, the time left for sending a key from Alice to Bob
is reduced. For general values of the available power and the
coherence length , it is difficult to obtain closed form expres-
sions for the optimal values of , and . In the following,
we consider two asymptotic regimes to gather insight into the
behavior of these quantities.
1) Long coherence time regime, in which .
We have the following inequalities, which can be verified

easily:

(25)

Thus, as , . That is, in this regime, the channel
model is asymptotically optimal. As a result, to maximize ,
we can choose , and to maximize . It easy to see
that we should set ; that is, only Alice sends a training
sequence, since even if Bob sends a training sequence, the key
rate that we can generate from the correlated observations will
be zero.
2) High power regime, in which .
Let us examine the term

(26)

(27)

(28)

(29)

(30)

(31)

(32)

in which and , and the last
equation is due to the fact that

Hence, the term is bounded by a constant when in-
creases. On the other hand, it is easy to see that the term
increases with . Thus, in the high power regime, the source
model is asymptotically optimal. As a result, in order to maxi-
mize the key rate, we choose the parameters to maximize . A
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simple calculation shows that the optimal value parameters are
, and . As a result

Hence, in the high power regime, if the coherence time is fixed,
the secrecy rate increases logarithmically with .

B. Key Agreement Without Public Channel

In this section, we study a more realistic scenario in which
there is no public channel available. Similarly to the develop-
ment in Section III-A, we consider a training-based scheme,
in which both Alice and Bob send training sequences over the
wireless channel during the training period. Then, Alice and
Bob generate a key from the correlated observations using the
source model. Alice also sends another randomly generated key
to Bob after the training period using the channel model. Hence,
the total key rate that can be generated from the wireless channel
is the sum of the two key rates.
If there is no public channel, the key generation problem

using the channel model is the same as that of Section III-A,
since no public resources were used. On the other hand,
due to the absence of the public channel, the key generation
process from the correlated observations should be revised.
As discussed in Section III-A, to generate a key with a rate
of from the correlated estimates of the channel
gain, Alice needs to send bits of information (more
precisely, the bin number of its observations) to Bob. Since
and are continuous random variables, is infinite.
If there is a public channel with infinite capacity, this is not
an issue. If there is no public channel, one has to send the bin
number over the wireless channel. Since the wireless channel
has limited capacity, the key rate that one can generate from
these correlated observations is less than .
The problem of key generation from correlated sources

through a public channel with limited capacity has been studied
in [24]. More precisely, if the public channel has a rate con-
straint , then the following secret key rate can be generated
from the correlated observations :

(33)

(34)

(35)

where is an auxiliary random variable subject to the Markov
chain relationship given to it in (16).
Furthermore, this rate can be achieved by sending from Alice

only. Roughly speaking, we generate typical se-
quences. We then divide these typical sequences into bins, each
bin containing sequences. Hence, each sequence
can be specified by two indices: the bin number (ranging from 1
to 2 ), and the index of the sequence within
each bin. Now, after observing ,
Alice finds a sequence that is jointly typical with . (This
step will be successful with very high probability.) Alice sets
the key value as the index of the sequence in the bin and sends

the bin number to Bob, which requires a rate of
. This rate can be accommodated by the public channel

since the capacity of the public channel is larger than this rate
requirement. After receiving the bin number, Bob obtains an es-
timate by looking for a unique sequence in the bin specified
by the bin number that is jointly typical with its observation .

will be equal to with probability 1, thus Bob can then
recover the key value. We note that the scheme here is a gener-
alization of the scheme used in [6] and is similar to recent work
on coset source coding for quantization [25], [26].
Now, if we do not have a public channel at our disposal, we

can use the wireless channel after the training stage to send the
bin number needed for the key generation from the correlated
observations. In Section III-A, we use the wireless channel after
the training stage to send another randomly generated key from
Alice to Bob using the wiretap channel model. One important
observation is that in a code for the wiretap channel, one needs
to use randomization. Roughly speaking, the randomization rate
is the same as the mutual information between Alice and Eve.
In the coding scheme used in Section III-A, this randomization
rate does not convey any information, although Bob is able to
decode these randomization bits. Hence, the basic idea here is
that instead of randomly generating randomization bits, we use
the bin number to specify the random bits. In this way, we can
use the wireless channel after the training phase to send a new
key and the bin number simultaneously.
In our scheme, we set , in which is a zero mean

Gaussian random variable with variance and is independent
of other random variables considered in this paper. The variance
is chosen to satisfy the condition that the wireless channel is
able to support the rate of the helper data necessary for the key
generation from the correlated noisy observations. It is easy to
check that . In this case, the key rate one can
generate from the correlated observations is

(36)

(37)

To achieve this rate, one needs to transmit at rate

(38)

over the wireless channel. Hence, the value of should be
chosen carefully.
Theorem 3.3: Using a fading wireless channel without a

public channel, a key rate of

(39)

is achievable. Here, we require that

(40)
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At the same time, and are given in (21) and (36), re-
spectively, and should be chosen to satisfy the following
condition:

(41)

Similarly to the situation in Section III-A, for general values
of the available power and the coherence length , it is dif-
ficult to obtain closed form expressions for the optimal values
of these parameters. In the following, we again consider two
asymptotic regimes to gather insight.
1) Long coherence time regime, in which .
We first look at the term. For any values of , and ,

a simple calculation shows that

(42)

Hence

(43)

Thus, as , . As a result, in this regime, the
channel model is asymptotically optimal. The term is the
same as that of the scenario with a public channel. Hence in the
long coherence time regime, the key rate is the same as that of
the scenario with a public channel.
2) High power regime, in which .
We can bound the term in the same manner as that of

Section III-A. Hence, in the high power regime, the source
model is asymptotically optimal. In the following, we study
how scales as increases. From Section III-A, we know
that if there is a public channel with infinite capacity, scales
logarithmically with . Hence, in the absence of the public
channel, scales at most logarithmically with . In the
following, we show that indeed scales logarithmically with
. We set , , and . Note

that these parameters are not necessarily optimal.
Note that in the high power regime

(44)

(45)

Hence, if we choose , (41) will be satisfied. Now, we
substitute these choices of parameters into (36) and obtain

(46)

(47)

Hence, in the high power regime, which
is the same as that in the case with a public channel.

IV. KEY AGREEMENT WITH PRESENCE OF ACTIVE ATTACKER

In this section, we extend the key generation approach devel-
oped in Section III to the case of an active attacker who can send
attack signals to minimize the key rate. We first investigate the
attacker’s optimal attack strategy for this protocol. We further
assume that the attacker will employ the attack strategy identi-
fied. We then evaluate the key rate that can be generated under
this active attack model. In this section, we consider only the
more practical model in which there is no public channel.

A. Training Phase

As shown in Fig. 1, our key generation protocol has two
phases: a training phase and a transmission phase. The active
attacker can initiate an attack during both these two phases. We
first characterize the attacker’s optimal strategy for the training
phase.
Suppose Alice sends a known sequence of size ,

with during the training stage; then Bob receives

(48)

where . After that, Bob sends
a known sequence of size over the wireless
channel, and Alice receives

(49)

where .
Following the protocol discussed in Section III, Alice com-

putes a statistic for via

(50)

Similarly, Bob computes a statistic for via

(51)

We use to denote , to denote
, to denote , and to

denote , respectively. Hence, (50) and (51) can
be rewritten as

(52)
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(53)

If the attacker is passive, as discussed in Section III, and
are jointly Gaussian random variables. However, when the

attacker is active, the statistics of these two random variables
depend on the attacker’s strategy. Alice and Bob will generate a
key from these two correlated observations. As will be clear in
the sequel, our protocol will generate a key from with
a rate

(54)

Here, is a zero mean Gaussian random variable with variance
and independent of other random variables of interest. The

normalization factor comes from the fact that the channel
gain is fixed for symbols, meaning that we can observe only
one value of for every symbols. Roughly speaking,

is the common randomness that both Alice and
Bob share, and is the amount of information
that Eve knows about the value of . This is due to the fact
that both and are related to the signal transmitted by Eve.
Hence, the attacker will design its attack signal such that the
mutual information between the observations at Alice and Bob
is small, while the mutual information between the observations
at Alice and the attack signal at Eve is large.
At the same time, Bob obtains an MMSE estimate of the

channel gain in the given coherence block. will be
treated as the true value of the channel gain in the second phase
of the key agreement protocol. We can write

, in which is the estimation error. As will be clear in
the sequel, the rate of the key that can be generated using our
protocol depends on the variance of , which will be denoted
by . The larger the variance, the smaller the rate of the key.
Hence, the attacker needs to design its attack signals and
to simultaneously maximize and minimize . First,

it is clear that the attacker should set .
Assuming that Alice and Bob transmit with power during the
training period, we have and

. Also, assuming that the attacker transmits at a power
for and for , respectively, then

and . Assuming that
the correlation coefficient between and is , we need to
characterize the distribution of that the attacker will
adopt to maximize and minimize .
Theorem 4.1: Choosing to be jointly Gaussian si-

multaneously minimizes and maximizes . Furthermore,
the optimal correlation coefficient between and is given
by

if
otherwise.

(55)

Proof: First, from [27], we know that to maximize ,
one should use the Gaussian distribution. That is, choosing the
probability density function (PDF) of to be maxi-
mizes .

Next, we characterize the optimal distribution of that
minimizes . We can rewrite as follows:

(56)

(57)

(58)

(59)

The only term in (59) that the attacker can control is the con-
ditional entropy . Hence, to minimize , the
attacker will choose its attack strategy to maximize

. Similar to [28], we have

(60)

(61)

(62)

The equalities in and will hold, if and

are jointly Gaussian. Here,
, and .

This is due to the fact that if are jointly Gaussian,
then equality in holds. Furthermore, if are
jointly Gaussian and is chosen in this manner,
will be independent of and thus equality in holds. In this
case

(63)

To make jointly Gaussian, should be
jointly Gaussian. Combined with the fact that choosing to be
Gaussian maximizes , we know that choosing to be
jointly Gaussian simultaneously minimizes and maximizes
the variance of .
Since only depends on , the attacker should choose to

minimize , which is equivalent to maximizing in (63). It
is easy to see from (63) that

if
otherwise.

(64)

Hence, during the training stage, the attacker should adopt a
correlated jamming attack with given in (55).

B. Key Generation Phase

As discussed in Section III, after the training period of
symbols, Alice will send two pieces of information to Bob via
the wireless channel: 1) the information needed to distill a key
from the correlated estimations obtained in the first
phase, which is public information and does not need to be kept
secure, and 2) a new randomly generated key with a rate ,
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which needs to be kept secure from the attacker. The total key
rate will be .
1) Key Generation From Correlated Observations: We first

look at the key distillation part, in which we generate a key
from the correlated observations . Compared with the
scenario discussed in Section III-B, the attacker now possesses
observations that are correlated with the observations

at the legitimate users. The problem of key generation
from correlated sources through a channel with limited capacity
has been studied in [24]. More precisely, if the channel has a rate
constraint , then the following secret key rate can be generated
from the correlated observations with Eve observing

[24]

(65)

(66)

and (67)

where is an auxiliary random variable subject to the Markov
chain relationship given to it in (66).
More precisely, for every symbol times, Alice has

observations of the random variable . We call
these symbols a group. Here, is the largest integer that
is smaller than its argument. These observations are collected
into a vector . Here, the ’s
are independent of each other. Similarly, Bob has a vector of
observations . Furthermore, this
rate can be achieved by sending from Alice only. Roughly
speaking, we generate typical sequences. We
then divide these typical sequences into bins, each bin con-
taining sequences. Hence, each sequence can
be specified by two indices with being the bin number
(ranging from 1 to ), and being the
index of the sequence within each bin. Now, after observing

, Alice finds a sequence that
is jointly typical with . (This step will be successful with
a probability very close to one.) Alice sets the key value as

and sends the value of to Bob, which
requires a rate of . After receiving the
bin number , Bob obtains an estimate by looking for a
unique sequence in the bin specified by the bin number that
is jointly typical with its observation . will be equal
to with probability 1, thus Bob can then recover the key
value by setting it as . In our protocol, we
adopt a simple strategy and set , with being

and independent of other random variables of interest.
Hence, the key rate that can be generated from the correlated
observations is . Again, the normalization term

comes from the fact that we have one observation for
every seconds. To generate this, we need to transmit the bin
number over the wireless channel, which requires a rate of

.
2) Key Generation From Channel: Now, we look at how to

send a newly generated key over the wireless channel. There are
two main differences from that of Section III-B: 1) the channel

Fig. 2. Scheme to avoid correlation between the channel gain and the trans-
mitted codeword.

estimation is coarser due to the attack in the channel estimation
stage and 2) the attacker will send an attack signal in this stage.
More specifically, Bob still obtains an MMSE estimate

of the channel gain in the given coherence block

(68)

Bob will treat this as the true value of the channel gain. We can
write , in which is the estimation error.

is a zero mean Gaussian random variable with variance

Now, when Alice transmits, Bob and Eve receive

(69)

and (70)

Eve will choose attack signal to minimize specified by
(21), which we reproduce here for ease of presentation:

(71)
Obviously, the attacker will design such that

is minimized. Since the attacker receives
which is correlated with , the attacker can design based
on its knowledge of .
To characterize the attacker’s optimal attack strategy, we need

a result from [29]. The result says that if is independent of
in the system and is Gaussian, then even if Eve knows
completely, the optimal attack strategy of Eve is to send

i.i.d. Gaussian noise that is independent of . When one tries
to use this result, caution should be exercised to satisfy this con-
dition. As discussed in Section III-B, contains two pieces
of information: the number of the bin to which the channel gain
belongs, and the newly generated key. That is is specified
by the bin number , which contains some information about
the channel gain . We can overcome this issue by using the
scheme illustrated in Fig. 2. More specifically, as discussed in
Section IV-B-1, we divide the time into groups, each containing
symbol times (i.e., fading blocks). In group , Alice col-

lects a vector of channel observations and determines the
bin number of this vector. Instead of transmitting to Bob
using the wireless channel during the th group (which will in-
troduce correlation between the channel gain and the codeword
sent over the channel), we will transmit over the th block.
With this idea, we can use the result of [29] and know that the
optimal strategy of the attacker is to send i.i.d. Gaussian noise.
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Suppose the powers used by Alice and Eve during this stage
are and , respectively; then (71) is

(72)

In summary, we have the following.
Theorem 4.2: Using a fading wireless channel, a key rate of

(73)

is achievable. Here, we require that

(74)

(75)

At the same time, should be chosen to satisfy the following
condition:

(76)

V. CONCLUSION

In this paper, we have developed a joint source-channel ap-
proach for key agreement over wireless channels that combines
benefits of existing models. We have shown that, in general, one
can increase the key rate by using both the channel model and
the source model. We have further shown that in the long coher-
ence time regime, the channel model is asymptotically optimal.
On the other hand, we have shown that in the high power regime,
the source model is asymptotically optimal. We have further ex-
tended the protocol to the scenario with an active attacker. We
have characterized the attacker’s optimal attack strategy to the
adopted key agreement protocol. We have also quantified the
rate of the key that can be generated under this attack strategy.
We have shown that, unlike the situation in wireline communi-
cations, one can generate a key with a nonzero rate over unau-
thenticated wireless fading channels.
In terms of future research, it will be interesting to extend our

study to the multiple antenna case. It is important to study the ar-
bitrary channel model in which the adversary is more powerful.
It is also of interest to study scenarios in which the attackers
have objectives other than minimizing the key rate.
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