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Privacy—Security Trade-Offs in Biometric Security
Systems—Part II: Multiple Use Case
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Abstract—This is the second part of a two-part paper on the
information theoretic study of biometric security systems. In this
paper, the performance of reusable biometric security systems,
in which the same biometric information is reused in multiple
locations, is analyzed. The scenario in which the subsystems
are jointly designed is first considered. An outer bound on the
achievable trade-off between the privacy leakage of the biometric
measurements and rates of keys generated at the subsystems is
derived. A scheme that achieves the derived outer bound is then
presented. Next, an incremental design approach is studied, in
which the biometric measurements are reused while keeping the
existing system intact. An achievable privacy-security trade-off
region for this design approach is derived. It is shown that under
certain conditions, the incremental design approach can achieve
the performance of the joint design approach. Finally, examples
are given to illustrate the results derived.

Index Terms—Biometric security, incremental design, joint de-
sign, privacy—security trade-off, reusable biometrics.

I. INTRODUCTION

IOMETRIC security systems have been widely imple-

mented. The biometrics-integrated fingerprint system em-
ployed at the U.S.’s 50 busiest land ports of entry for homeland
security purposes is a representative one. Another example is
the biometric passport system, in which a traveller’s biometric
information is stored in a chip embedded in the traveller’s pass-
port.

In the traditional implementation, biometric measurements
are stored in a database in plain form. This creates a serious
security threat. For example, it has been shown that it is pos-
sible to recover fingerprints from minutiae points stored in a
database [2]. Unlike passwords, biometric characteristics cannot
be changed. Hence, if the database is compromised, identity
theft is possible. In recent years, there has been increasing re-
search interest in addressing the privacy issue in biometric se-
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curity systems. Several interesting approaches have been pro-
posed. For example, a secure sketch approach was studied in
[3]-[5]. In the secure sketch approach, one stores a hash of the
biometric information along with certain helper data that as-
sists the recovery of biometric information from noisy observa-
tions during the release stage. Using results from error correc-
tion coding, [6]-[9] developed practical coding schemes for the
secure sketch approach. In [10], an irreversible transformation
technique was applied to the cancelable biometric scheme, in
which an irreversible transformation of the biometric measure-
ments is stored in the database [11]. The security weaknesses of
the secure sketch approach were studied in [12]. On the other
hand, the fuzzy vault scheme, in which keys are extracted from
the biometric information and then used to encrypt secret in-
formation in the database, has been studied in [13]-[17]. The
information theoretic analyses of these schemes are provided in
[18]-[21]. The use of a cryptographic approach to protect the
biometric template is studied in [22]. Developments in this area
are summarized in [23] and [24]. Based on an information the-
oretic perspective, the basic idea of these approaches is to gen-
erate a secret key and helper data during an initial enrollment
stage. A hash of the key is stored in the database for authentica-
tion purposes. The helper data is stored in the database to assist
key recovery during the release stage. Although the biometric
measurements are not stored in the database in plain form any-
more, the helper data stored in the database still contains certain
information about the biometric measurements. To increase the
security level of the biometric security system, we would like to
make the key rate as large as possible. On the other hand, to pre-
serve privacy, we need to ensure that information leakage about
the biometric measurements themselves is as small as possible.
In the first part of this two-part paper [25], by establishing an in-
formation theoretic foundation for biometric security systems,
we characterize the fundamental trade-off between security and
privacy in any biometric security system. The larger the key rate
we aim for, the larger the privacy leakage we must accept. Here,
we note that similar analysis was also independently presented
in [26] and [27].

In this paper, we extend our analysis in [25], [28], and [29]
to reusable biometric security systems, in which the same bio-
metric information is used in multiple different locations. This
is motivated by the fact that our biometric measurements are
usually used in several systems. For example, our biometric
measurements may be used not only in the biometric passport
system but also in government databases for homeland security
purposes. It is conceivable that an attacker will try to combine
the data stored in different databases to gain information about
either the biometric measurements or the generated keys. In
this paper, we first consider a joint design approach. We derive
an outer-bound on the achievable trade-off between the privacy
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level and the key rates of a jointly designed biometric system.
We further design a scheme that achieves this outer bound. Next,
for practical considerations, we study an incremental design ap-
proach. In the incremental design approach, we consider a situa-
tion in which there exists a legacy biometric security system. For
cost considerations or backward compatibility, it is desirable to
keep the legacy system intact when we reuse the biometric in-
formation. For this scenario, we provide a scheme that can reuse
the biometric information without affecting the legacy system.
The performance of this design approach is then analyzed. We
also derive conditions under which the performance of the in-
cremental design approach is the same as that of the joint de-
sign approach. This paper focuses only on deriving theoretical
bounds. However, coupled with recent developments in the de-
sign of practical distributed source coding algorithms [30], [31],
the achievable schemes presented in the paper do provide some
valuable insights for the design of practical systems. One can
adopt these practical codes to our setup. One potential challenge
is that the length of biometric measurement is limited. In ad-
dition, this paper focuses on the information theoretic security
analysis. This is different from another important line of work
that focuses on cryptographic aspects of biometric security sys-
tems [10]-[12].

The rest of the paper is organized as follows. In Section II,
we introduce our system model and notation. In Section III,
we briefly review our results for the single-key system. Next,
we derive an optimal security—privacy trade-off of the reusable
biometric system achieved by a joint design in Section IV.
We present our result for the incremental design approach in
Section V. We then give an example in Section VI to illustrate
the results obtained in this paper. Finally, in Section VII, we
offer some concluding remarks.

II. MODEL

We denote the biometric measurements sampled during the
enrollment stage for system j by X' and the biometric mea-
surements sampled during the verification stage for system j
by Y. Here, we assume that X7 and Y]" are sequences with
length n taking values from n-fold product sets X™ and V™, re-
spectively. We assume that these measurements are generated
according to a same joint distribution Pxry~ (2™, y"), i.e.,

Pxnyn (27,y}) = Pxnyn(a™,y") = HPA\'Y'(‘T’I:?:U’I:)'
i=1

Specific models for the distribution of the biometric measure-
ments X, Y can be found, for example, in [6] or [32]. It is easy
to see that the case with X' = X3 = X" is the worst case
scenario in the sense that it is the easiest for the attacker to learn
the biometric information. Furthermore, one can use the generic
notation Y" to denote Y;* and Y3" since they have the same dis-
tribution. Hence in the paper, we will use only X ™ to denote the
biometric measurement during the enrollment stage (worst case
scenario) and Y to denote the biometric measurement during
the release stage (with the understanding that Y represents Y
for system j).

We discuss the case in which the biometric measurements are
used in two systems in detail. The results can be generalized to

'Y'ln
X7 K,
Xp K,

Fig. 1. Reusable biometric system when the biometric information is used in
two separate subsystems.

the scenario in which the biometric measurements are reused
more than two times. During the enrollment stage, a key K;
ranging in K; and helper data V; ranging in V; are generated
for system one. A key K- ranging in Ky and helper data V5
ranging in Vs, are generated for system two. The helper data V,
7 = 1,2, are stored in the database to assist the recovery of the
respective key K, 7 = 1,2, from the noisy measurements Y "
during the release stage. Regarding the generation of the key K,
we consider two types of systems: namely nonrandomized sys-
tems and randomized systems. In the nonrandomized systems,
V; and K are generated from X™ by functions h; and A, re-
spectively, so that V; = h;j(X™) and K; = h;(X™). In the
randomized systems, a key K;, which is independent with X™,
is randomly generated during the enrollment stage. Then V} is
generated from the randomly chosen key K; and the biometric
measurements X" by a function A} so that V; = b3 (X", Kj).

During the release stage, by providing the noisy measurement
Y™ and data stored in the database V;, we generate an estimate
K ; of the key. Let g; be the recovery function, and thus K j=
9; (Y™, V;). In order to perform authentication, we require an
arbitrarily small error probability during the key recovery stage.
Fig. 1 shows the biometric security system when the biometric
information is used in two different subsystems.

We consider perfect key protection systems, in which we re-
quire that V; does not contain any information about the gener-
ated key K;. More specifically, in the two-key setup, we require
that n=1I(K;, Ko; V1, Vo) < ¢, since the attacker has the po-
tential to access both sets of helper data. We further assume that
systems generate keys independently, so that n = I(K; K») <
€. This requirement guarantees that even if the attacker breaks
one of the systems, the other system is still secure. The pri-
vacy of the biometric measurements is defined as the normalized
equivocationrate Ap py = H(X™ | V4, V2)/H(X™), since both
V1 and V5 are related to X ™. The larger this quantity, the greater
the degree of privacy of the biometric measurements after the at-
tacker accesses the data stored in both systems. If this quantity
can be made arbitrarily close to 1, then we can achieve perfect
privacy, which means that (V4, V2) does not leak any informa-
tion about X", since Ap 5y = 1 implies I(X™; V1, Va) = 0.

Definition 1: In a two-key biometric system with perfect key
protection, a privacy—security triple (Ap pr, R1, R2) is said to
be achievable, if for each ¢ > 0, there exist an integer n, coding
functions, namely h; and h ;7 in the nonrandomized systems (i.e.,
K; = hj(X™), V; = h;(X"™)) and h% in the randomized sys-
tems (i.e., V; = h} (X", K;)), and a decoding function, namely
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gj (e, K; = g;(V;,Y™), for j =
lowing conditions:

1, 2, satisfying the fol-

n~'H(K;) > R; (1)
nTHI(K;Ky) < e 2)
(X”|V1 Va)/H(X") > Ap 3)
(Vi Vs Ki, Ko) < € )
and
PIK; # K;] < e. 5)

III. REVIEW OF SINGLE-KEY SYSTEMS

To make this paper relatively self-contained, we first review
results obtained in the first part of this paper [25] regarding the
performance limits of single-key biometric security systems.
The following proposition specifies the privacy—security pairs
achievable in a single-key system by using either the random-
ized or the nonrandomized approaches.

Proposition 1 ([25]): Let C; be the set of privacy—security
pairs (Ap, R) satisfying the following conditions:

I(U;X) - I(U;Y)
H(X)

Ap<1-— (6)

and
R<I(U:Y) (7)

for some auxiliary random variable U such that (U, X,Y)
satisfies the Markov chain condition U — X — Y. Then
any privacy—security pair (Ap, R) is achievable if and only if
(Ap,R) € C.

The basic idea of achieving this region using the nonrandom-
ized approach is to construct a compressed version U™ of X",
and then generate the key K and helper data V' as functions
of U™. Roughly speaking, we generate approximately 2"/ (V+X)
U™ sequences. For each 2™ € X'™, we find a u™ that is jointly
typical with ™ and assign this u™ as the compressed version
of ™. We further reduce the information required to be stored
in the database by using source coding with side-information
[33], in which U™ serves as the source sequence at the encoder
and Y™ serves as the side information present at the decoder.
Roughly speaking, we divide these 2™/ (U+X) ™ sequences into
approximately 2" (UiX)=I(U:Y) ping, each containing approx-
imately 2"7(UsY) sequences. Thus, each U” sequence has two
indices: a bin index and an index within its bin. We store the bin
index in the database as the helper data, and set the key value as
the index of U™ in each bin. Hence, the rate of the key is approx-
imately I(U;Y"). The encoding process is illustrated in Fig. 2.
With the bin index and noisy measurements Y ", we can recover
U™ during the release stage with high probability. We can then
further recover the key. Furthermore, it can be shown that the
mutual information between the data stored in the database (i.e.,
the bin index) and the key (i.e., the index of the sequence within
the bin) can be made arbitrarily small. Thus this scheme guar-
antees the perfect protection of the generated key. By different
choices of U, we control the leakage of information about the
biometric measurements and the rate of the generated key.

onH(X) X™-gequences

MU . sequences
/r
2nI(U;Y Bin1
v

Bin 2n(I(U;X)—I(U;Y))

Fig.2. Sketch of the coding scheme for single key systems: the bin index is the
helper data; the index within each bin is the key value.

To achieve this region using the randomized approach, during
the enrollment stage, we first use the scheme in the nonrandom-
ized approach to generate a key (), choosing from a set Q with
size |Q|. Then for a key K uniformly generated from a set /C,
we store () @ K in the database, along with other information
required to be stored in the nonrandomized scheme. Here & de-
notes mod-| Q| addition. If we set X = Q, Q & K will be ap-
proximately uniformly distributed over Q (please refer to [25]
for rigorous meaning of these terms), and is independent of other
random variables of interest. Hence, this additional information
stored in the database will not provide any information about
the generated key and biometric measurements. In the release
stage, we first obtain an estimate @) of () using the same scheme
as that of the nonrandomized system. We then recover K via
Q& K @ Q. Since @ = @ with high probability, K is equal to
K with high probability.

IV. JOINT DESIGN

In this section, we consider the situation in which we can de-
sign the two subsystems jointly by taking the security require-
ments specified in Definition 1 into consideration. We derive
an outer-bound on the privacy—security trade-off of this joint
design approach. We also present a scheme that achieves this
outer-bound.

The following theorem characterizes the performance limits
of the nonrandomized approach using a joint design.

Theorem 1: Let Cy be the set of privacy—security triples
(Apy2, R1, Ry) satisfying the following conditions:

1(U; X) = I(U;Y)

Aps <1-—
e H(X)

®)

and
Ri+ Ry, < I(U;Y) 9

for some auxiliary random variable U such that (U, X,Y") sat-
isfies the Markov chain condition U — X — Y. Then a pri-
vacy—security triple (A p 2, R1, R2) is achievable using the non-
randomized approach, if and only if (Ap2, R1, Rs) € Co.
Proof: (Outline) The basic idea to achieve this region is
first to generate a key using the scheme in Proposition 1, then to
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onH(X) X™-sequences

2" YN sequences

A o]
2nI(U;Y) :|> 2nR1 groups
A S

Bin 27U (UsX)—I(UsY))

Fig. 3. Sketch of the coding scheme of the joint design approach: the bin index
is the helper data, the group index is the key for the first system, and the index
within each group is the key for the second system.

divide this key into two parts, one for each subsystem. A sketch
of the coding scheme is shown in Fig. 3. We also provide con-
verse proof showing that the privacy—security region achieved
by this scheme is optimal. Please refer to Appendix A for de-
tails. ]

Similar to the single-key system, we can also achieve the
same region using the randomized approach, in which the key
in each system is randomly generated and is independent of the
biometric measurements.

Theorem 2: Let Cop be the set of privacy—security triples
(Apagr, R1, Ro) satisfying the following conditions:

I(U; X) = I(U;Y)
H(X)

Apsp <1 - (10)

and

Ri+ Ry < I(U;Y) (11)
for some auxiliary random variable U such that (U, X,Y) sat-
isfies the Markov chain condition U — X — Y. Then a
privacy—security triple (Ap2r, R1, R2) is achievable using the
randomized approach, if (Apsg, R1, R2) € Cag.

Proof: (Sketch) We first use the scheme in the nonrandom-
ized approach to generate a key Q; for system j (choosing from
a set Q; with size |Qj |) during the enrollment stage. Then for a
uniformly generated key K ; from a set K;, we store ; @ K; in
the database, along with other information required to be stored
in the nonrandomized scheme. Here @ denotes mod-|Q;| addi-
tion. If we set K; = Q;, ; ® K; will be approximately uni-
formly distributed over Q;, and is independent of other random
variables of interest. Hence, this additional information stored
in the database will not provide any information about the gener-
ated key and the biometric measurements. In the release stage,
we first obtain an estimate Qj of @; using the same scheme
as that of the nonrandomized system. We then recover K; via
Q;idK;® Qj. Since Qj = (; with high probability, kj is
equal to K; with high probability. The detailed proof is omitted
for conciseness. ]

The above results can be easily generalized to the scenario in
which the biometric measurements are used more than twice.
The following result characterizes the corresponding result.

Theorem 3: Let C be the set of privacy—security N + 1-tu-

ples (Ap N, Ry,..., Ry) satisfying the following conditions:
I(U; X) - I(U;Y)
A <1- 12
pN < HX) (12)
and

N
> R <I(U;Y) (13)

t=1

for some auxiliary random variable U such that (U, X,Y)
satisfies the Markov chain condition U — X — Y. Then
(Apn,Ri1,...,Ry) is achievable using either the random-
ized or nonrandomized approach in N-key biometric security
systems, if and only if (Ap x, R1,...,Rn) € Cn.

Proof: (Outline) The basic idea to achieve this region is
same as that of Theorem 1. That is we first generate a key using
the scheme in Proposition 1, then to divide this key into [V
nonoverlapping parts, one for each subsystem. The proof is an
extension of the proof of Theorem 1. It is omitted for brevity.m

V. INCREMENTAL DESIGN

The scheme that achieves the bound specified in Theorem 1
requires us to design two systems jointly. In certain scenarios,
there already exists a legacy system. When we try to reuse
the biometric measurements, we are not allowed to modify
the legacy system (due, for example, to cost considerations
or backward compatibility issue, etc.). Thus the joint design
approach is not applicable for this situation. Now, the question
is whether we can reuse the biometric information without
any modifications of the legacy system while satisfying the
conditions specified in Definition 1 or not.

Specifically, we assume that we have an existing system op-
erating at point (Ap, Ry):

I(Uh; X) — I(U;Y)
H(X)

Ap=1-

Rl = I(U1;Y> (14)
for an auxiliary random variable U; that satisfies U} — X —
Y . Thatis, in the existing system, we generate a key K withrate
Ry from X™, and store helper data V7 in the database. Now, we
want to reuse the biometric information to build another system
while keeping the existing system intact. That is, we want to
generate another key K> and helper data V5 from X™. And we
use K to secure the second system while storing V5 in the data-
base of the second system as helper data. Of course, now the
attacker has access to both V; and V5, and hence the privacy
level of the biometric system will be reduced. The challenge is
to satisfy other conditions specified in Definition 1, that is we
need to guarantee that the newly generated key K is indepen-
dent of K, and the newly generated helper V, does not leak
any information about K. Furthermore, we require that the at-
tacker does not gain any information about K; and K> by com-
bining V7 and V. As discussed in Section IV, if we can make
modifications to the legacy system, this can be done. The addi-
tional constraint that we cannot change the legacy system makes
the problem more challenging. The following theorem shows an
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Fig. 4. Comparison of the performance achieved by the joint design approach
and the incremental design approach.

achievable performance for the situation in which we keep the
legacy system intact. To explain the basic idea behind this re-
sult, one can think of U* as a projection of X™ onto a certain
subspace. The basic idea is generate the key K in the subspace
orthogonal to the subspace in which UT" lies.

Theorem 4: If there is a legacy system operating at the point
specified in (14), let C;,,, be the set of privacy—security triples
(Ap,inr, R1, R2) satisfying the following conditions:

Apime <1 I(UZ;X})]&I)(UQ;Y) (15)
Ry < I(Uy;Y) (16)

and
Ry < I(U2;Y|Uy) (17)

for an auxiliary random variable U, satisfying the following
Markov chain condition:

U1—>U2—>X—>Y. (18)
Then any triple (Ap,iny, R1, R2) € Ciny is achievable.
Proof: Please refer to Appendix B. [ |
Remark 1: Similar to the joint design approach, the region
in Theorem 4 can also be achieved using the randomization ap-
proach.
If we add R, and R» in (16) and (17), we have

Ry + Ry = I(Uy;
= I(UlUQ;

Y)+ I(U; Y |Uy)

Y) =1(UzY) (19)
in which the last equality is due to the Markov chain relation-
ship Uy — Uz — Y. Comparing (19) with (9), we see that the
incremental approach achieves the sum rate that can be achieved
using the joint design approach as specified in Theorem 1. On
the other hand, this does not imply that the incremental design
approach can achieve the same performance as that of the joint
design approach. Compared with Theorem 1, we have three ad-
ditional constraints, namely (16), (17), and the Markov chain re-
lationship (18) in Theorem 4. Thus C;,,, is a subset of C5. Fig. 4
illustrates a two-dimensional facet of the three-dimensional re-
gions Cy and C;,,, when we set both Ap o and Ap ;. to be A.
We note that the region C;,,. depends on the design of the
legacy system, and more specifically depends on the choice of
Ui. As discussed above, for each particular value of U;, the
region C;y,,- is a subset of Cy. Let C,, be UU1 Cinr, thatis C,, is the
union of the triples that can be achieved using the incremental
design approach for different choices of U;. Obviously C,, C

Ap
U(App)

Aps

Apy U(Apy)

Fig. 5. Region C; with an illustration of Ap and U(Ap).

Cs; the question now is under what conditions are these two
regions the same? To answer this question, we need to examine
the boundary points of the region specified in Theorem 1, that
is the boundary points of C;. Note that C; is a two-dimensional
region, which we show in Fig. 5. From Theorem 1, we know
that for any predetermined privacy level A p, the maximum key
rate is given by

R= max I(U;Y)
Pu|x(“|z)
I(U; X) - I(U;Y)
1-— < Ap.
s H(X) <Ap (20

For a different privacy level, the auxiliary random variable that
solves the optimization problem in (20) is different. We use
U(Ap) to denote the random variable that is optimal for pri-
vacy level A p. We have the following result.

Corollary 1: If for any Ap; < Apg, we have U(Aps) —
U(Ap1) — X, thenC, = Ca.

Proof: 1t is sufficient to show that under this condition

Co C C,. Let (Ap, Ry, Ry) be a point on the boundary of
Co, with U(Ap) being the auxiliary random variable that
achieves this point. That is, Ry + Re = I(U(Ap);Y) and
Ap=1—-{T(U(Ap); X)—I(U(Ap);Y))/H(X). We show
that there exist auxiliary random variables U; and Us such that
U1 — U2 — X — Y, R1 = I(U1;Y), R2 = I(UQ;Y|U1),
and Ap = 1 — (I[(Uy;X) — I(UyY))/H(X) =
1 — ([(U(Ap);X) — I(U(Ap);Y))/H(X); that is
(AP, Rl, Rz) € Cy.

First, we set Us to be U(Ap). We find U, using the following
procedure. We increase Ap to Ap 1, so that the solution to the
problem

R=maxI(U;Y)

st 1-— U; X) (XI)(U;Y) <Ap; (21)
is R;. That is ( (Apl),Y) = Ry and 1 -
(I(U(Ap1); X) = I(U(Apa1);Y))/(H(X)) < Api.

Then we set Uy to be U(Ap1).

Since Ap;; > Ap, from the assumption of the corollary, we
have that Uy — U; — X. Then from Theorem 5, we know
that (Ap, Ry, R2) € C;p, for this particular Uy, and hence
(Ap, Ry, Rs) € C,, which implies that C,, = Cs. [ |

The scheme developed in the Proof of Theorem 1 can also
be generalized to the situation in which one will reuse the bio-
metric information N times. The following theorem specifies
the performance that one can achieve by the incremental design
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approach. More specifically, we assume that we have a legacy
system operating at the point as specified in (14). Now, we de-
sign system 2 without changing the legacy system. Later on,
we need to reuse the biometric information, and hence, we de-
sign system 3 without changing the legacy system and system
2. More generally, when we design system 4, we do not make
any changes to systems designed before.

Theorem 5:
I(Un; X) —I(Un;Y)
Apry <1—
PM = H(X)
R; <I(U;Y |Uy, ..., Uiq)

withU; - Uy — --- Uy —- X =Y.
Proof: The proof follows the same steps as that of The-
orem 4. ]
Remark 2: We have

N
S R =I(UY) + I(Uy; Y |Up) + -+
1=1

+I(UN,Y|U1 .. --,UNl)
=I(Un;Y). (22)
Thus, as in the two keys case, we achieve the sum rate point
achieved by the joint design approach.

VI. EXAMPLE

Here, we give an example to illustrate the results in the paper.
We consider the doubly symmetric binary source. In the doubly
symmetric binary source, ¥ = Y = {0,1}, P(X =0) =1/2,
and Y = X @ N, in which N is a Bernoulli random variable
with P(N = 1) = p < 1/2 and is independent of other random
variables of interest.

We first examine the region C; specified in Theorem 1. Since
H(X) = H(Y) = 1, the region C; is the same as

Ap<1—H(Y|U)+H(X|U)
R<1-H(Y|U).

(23)
(24)

From Corollary 4 of [34], we know that if H(X |U) = h(q)
for some parameter 0 < ¢ < 1/2 with h(q) = —qlogq — (1 —
q)log(1 — q), then H(Y |U) > h(p * q), in which a x b =
a(1l = b) + b(1 — a). The equality is achieved when (U, X) is
another doubly symmetric binary source with P(U = X) = q.
Hence, C; is further simplified to

{ Ap <1-h(p=q)+h(q) (25)
R<1-h(pxq)

for 0 < ¢ < 1/2. From here, we know that any point on the
boundary of C; can be achieved using a binary auxiliary random
variable U that can be parameterized by 0 < ¢ < 1 with P(U =
X) = q. By changing the value of ¢, we obtain different points
on the boundary.

Fig. 6. Relations among Us, Uy, X, and Y.

From Theorem 1, we know that C5 is characterized by

{ App <1 —h(p*q)+h(q)

Ri+Ro<1-h(p+q) (26)

for0 < ¢ < 1/2.

We now show that the conditions in Corollary 1 are satisfied
for the doubly symmetric binary source. And as a result, we have
C, = Co. We define f(q) = 1 — h(p * q) + h(q). Suppose
Ap1 < App.let g = f7'(Apy1), and g2 = f7'(Ap2).
Then the random variable U; that achieves the privacy level
Ap; while maximizing the key rate is a binary random vari-
able with P(U; = 1| X) = q;. Similarly, the random variable
U, that achieves the privacy level Ap, while maximizing the
key rate is a binary random variable with P(Us = 1| X) = ¢o.
We also have ¢ > ¢o. We can then find a parameter «, such
that ¢ = ¢2(1 — a) + (1 — ¢2)a. That is we can find U; and
U, such that Uy — U, — X. Hence, the conditions specified
in Corollary 1 are satisfied. The relationships among Us, Uy, X
and Y are shown in Fig. 6.

VII. CONCLUSION

Reusable biometric security systems, in which the same
biometric information is reused for several systems, have been
studied under a privacy—security trade-off framework. We have
derived an outer bound on the trade-off among the rates of
the generated keys and the level of privacy leakage for a joint
design. We have further designed a scheme that achieves the
derived bound. We have also considered the situation in which
we are required to keep a legacy system intact, and we have
designed a system that satisfies this requirement. We have
also examined conditions under which the incremental design
approach can achieve the performance of the joint design
approach. For future work, it is of interest to design practical
codes that achieve the derived theoretical bounds. It is also of
interest to consider other performance metrics such as false
accept rate (FAR) and false reject rate (FRR), which have been
studied for the single-use case, in the multiple-use context. In
addition, the design of schemes that combine benefits of both
the information theoretic and computational security notions is
of practical significance.

APPENDIX A
PROOF OF THEOREM 1

A. Achievability

Here we show that for any auxiliary random variable U with
U— X —Y,andany ¢; > 0, any triple (Ap s, R1, R2) with
I(U;X) - I(U;Y)

APJ\/[:l— H(X) — €1

and

Rl + R2 = I(U,Y) — €1 (27)
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is achievable. That is, any triple in the region C, is achievable.

For a given joint distribution Pyxy (u,z,y) =
Py x(u|z)Pxy(vy), we use a modification of a scheme
used in the first part of this two-part paper [25] to achieve the
promised performance.

1) Code Construction: Fix v > 0 and n > 0, and let
¢ = 1/3. Randomly select M = 2"U(UiX)+7) sequences U™
from 777, ¢ x)>" and divide them into 2"(/(V:X) =) +7+m)
bins so that each bin contains 2"(/(ViY)=1) typical sequences.
We further divide each bin into 2"f' subgroups, so that
each subgroup has 2nU(UY)=Ri—n) typical sequences.
We use L to denote the bin index, and hence L ranges in
{1,...,2nIWUX)-IUY)+v+m)  We use K, which ranges
in {1, ...,2"} 1o denote the index of the subgroup in
which the sequence lies. We further use K>, which ranges
up to 2nUUY)=Fi=1) (5 denote the index of the sequence
within each subgroup.?2 Denote the set of these M sequences
by M. From the construction above, we can see that each
sequence u™ € M is uniquely identified by three indices
(L(u™), ky (u™), Ea(u™)).

2) Enrollment Stage: For each ™ € X", we associate a
sequence u" € M with it by the following procedure. First,
we find a list of sequences in M that are jointly typical with
z". If there is more than one sequence in the list, we set u"
to be the one with the smallest index (we first compare the bin
indices and if there is a tie, we then compare the subgroup index
within the bin; if there is again a tie, we then compare the index
within the subgroup). If no such sequence exists, we set u™ to
be the sequence with index (I = 1,k; = 1, ko = 1). Using this
procedure, we associate every " € X" with a sequence u” €
M. We then store the bin index [(u") in the database of both
systems. We set the key value of system 1 as the subgroup index
k1(u™), and set the key value of system 2 as the index ko(u™).
Hence, in our scheme, Vi = Vo = L, Ky = {1,...,2"f1} and
Ko ={1,...,20UUY)=Ri=m)1 Tt then follows that

n™ (log [K1| + log [Ka]) < I(U3Y) — (28)

3) Release Stage: With the noisy measurement ", and the
bin index / stored in each database, we obtain an estimate k; of
k; for system j using the following procedure. For each system
7, we first look for a list of sequences in bin [ that are jointly typ-
ical with y™. Then, we obtain an estimate 4" of u™ as follows:
1) if there is only one sequence in the list, we set 4" equal to this
sequence; 2) if there is more than one sequence in the list, we
randomly choose one sequence from the list and set 4™ equal
to this sequence; 3) if the list is empty, we set 4™ to be the se-
quence in bin [ with k; = 1 and ks = 1. Hence, each y™ € )"
has one 4™ associated with it. Then for system 1, we obtain an
estimate of the key ket by setting it equal to the subgroup index
of 4™ in bin /. For system 2, we obtain an estimate of the key k-
by setting it equal to the index of the sequence in the subgroup
with which it lies. .

4) Error Probability Analysis: For each j = 1,2, if k; #
k;, one of the following events must occur. 1) Fy: during the

IThe notion of typicality and the definition of various typical sets used here
follow from [35].

2In this development, we denote random variables by uppercase letters (for
example, L) and realizations of random variables by corresponding lowercase
letters (for example, 7).

enrollment stage, there is no u™ that is jointly typical with ™.
2) F: during the release stage, there exist &' # u in bin [ that
is jointly typical with y”. 3) E3: during the release stage, y™ is
not jointly typical with u™.

Using the union bound, we have

PIK; # K;] <P[E)] +P[Ey N Ef] +P[EsNES]. (29)

Since there are M = 2"(I(UsX)+7) typical sequences u”, for
any v > 0, P[F1] goes to zero as n increases [35]. In the fol-
lowing, we condition on the event that (U™, X™) = (u™,z™) €
Ty e

The probability of the second type of error can be bounded as
follows:

P [E; N EY]
=P [There exists 4" # «™ in the bin [

and (a",Y") € T[’g/,,]é} (30)
< (2n<I<U;Y>—n> _ 1) (2n<H<U|Y>+s> _ 1)
o—n(H(U)=5)
< 2nIUY)=mgn(HUY)+8)  o=n(H(U)=8) (37
— on(I(U;Y)=n)o—n(I(U;Y)—=26) (32)
=27 (33)

which tends to 0 as n — oo.
Due to the Markov lemma [36], given (u™, 2™) € T["U x]e» We
have

p [(u”,xn,Y”) = T{;]XY]J S1-¢

for n sufficiently large. Thus P[£3 N Ef] < €.
Hence, for any ¢ > 0, P[K # K] can be made to be less
than e for all sufﬁ01ently large n.

5) Rate Analysis: For any u"™ that is not the sequence with
l(w™) =1,k (u™) = 1 and ko(u™) = 1, we have

PlU™ = u"] < Z P2 (z")
" e (u )
\ |U],

< 9=n(I(UiX)=0)

(34)

(35)

(36)

in which ( is a function of &, and goes to zero as £ decreases.
Thus,

H{U") = Z —P[U" = u"]log(P[U" = u"])
uneM
> Y PU" =w"In(I(U; X) = ()
uneM
=n(I(U; X) - (). (37
On the other hand, H(V1,V3) = H(L) <

n(I(U; X) — I(U;Y) + v + n),
1 to 2n(I(U;X)—I(U3Y)+v+n)

Combining the fact that H(U™) =
H(V)+ H(K,,Ks|L), we have
1H(K17K2) > n 1H(K1 K2 |L)

=n Y(H(U") - H(L))
>IU;Y) = (= —n.

since [ ranges from

H(Ky, K, L) =

(38)
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So

Ri+ Ry =n"'(H(Ky) + H(K>))
>n""H(K1,K>)

>I(U;Y)=C—v—n (39)
Hence the rate requirement is satisfied.
At the same time, we have
nI(Ky; Ky) = H(Ky) + H(Ky) — H(K1, K>)
< Ry +I(U,Y) — Ry —¢
- ({L(U;Y)=C=v—m)
<C+v+n—ce (40)

satisfying the independence requirement (2).

6) Security Analysis: Now, we bound I( Ky, Ko; Vy, V3), the
mutual information between the generated keys and the data
stored in the two systems:

’rL—lI(Kl,Kg; V1,V2)
=n"'(H(Ky,Ky) — H(K1, K3 | L))
<IUY)=n—({IU;Y)=(=v—n)

<v+(¢ (41)

where we have used (39) and the fact that K; ranges from 1 to
27F1 and Ky ranges from 1 to 2n(I(UY)—Ri—mn),
7) Privacy Analysis: We can write

=HX",U"|L)—HU"|L,X")
— H(U"|L)+ H(X" |U", L) — HU" | X", L)

Q)
> nl(U;Y) = n(C+vy+n) + HX"|U", L)
~ H(U"|X™)

© (U Y) + HX™ | U™

— HU™|X") = n(C+7y+n)
=nI(U;Y)+ H(X") - HU") = n(C 4+~ +n)

oI Y) + nH (X) = nI(X;0)
—ny—n((+7+n).

Here, (a) is dueto (39),since H({U" | L) = H(K, Ky, L|L) =
H(K,,Ks|L); (b)is due to the fact that L is a function of U";
and (c) is true since there are only 2"(/(ViX)+7) sequences of
U™ in our codebook.

On defining ¢; = max{(¢+2vy+n)/H(X),(+~v+n,7+C},
from (28) (set size requirement), (29) (error probability re-
quirement), (39) (rate requirement), (40) (independence
requirement), (41) (security requirement), and (43) (privacy
requirement), we have that the triple (Ap ar, R1, R2) with

o HXVL V)
PM = THEXY
I(U; X) - I(U;Y)
169

(42)

-6
and

Rl—l—RQZI(U;Y)—El (43)

is achieved by the presented scheme. The proof of the achiev-
ability part is thus complete.

B. Converse

We now show the converse result that Cj; is exactly the pri-
vacy—security region. To do so, we let (Ap s, R1,R2) be a
privacy-security triple achieved by using encoding functions
h; and h; and decoding function g;. That is V; = h;(X"),
Kj = hi(X").n~log | K, | < R+, PK; # g;(Y")] < e,
and n~'I(K1; Ks) < e In the following, we will show that
there exists a random variable U with U — X — Y, such that

1(U; X) = I(U;Y)

A <1- 44
PM S H(X) + €n (44)
and
Ri+ Ry < I(U;Y) + en (45)
in which ¢, approaches 0 as n increases. That is,
(Apar, Ri, Ry) € Cyy.
First,
P[(K1, K2) # (g1(Y™), g2(Y™))]
<PK: # g1(Y™)] +P[Ks # g2(Y™)]  (46)

and combining with the conditions P[K; # ¢;(Y™)] < € and
n~'log | K;| < R; + €, we have
H(K17K2 |Yn7‘/1,‘/2)
= H(K1, K2 |1 (Y™, V1), 92(Y", V2), Y™, V1, V)
< H(Ky, Kz |1 (Y™, V1), 1(Y™, V1))

< h(2€) + elog |K1| + elog |Ka| £ né, 47

due to Fano’s inequality. Here h(2¢) = —2elog2e — (1 —
2¢) log(1 — 2¢), and 6,, goes to zero as n increases.
The equivocation can be bounded as follows:

H(X™ V1, V2)
= H(X"™) = I(X"; V4, Va)

|
=
»
Z
|
=
~
5
+
=
~
NS
S
=

=H(X")— H(V1,Va, K1, Ko|Y")
+ H(K17K2 | Vla‘/27yn)

<HX")—H(V,Vo, K1, Ko |Y")+né, (48)

where (48) is due to (47).
By rewriting H(V1 Vo K1 Ko |[Y™) as H(Y™ | K1 KoV Va) +
H(K1K2V1V,) — H(Y™), we continue
H(X™ | V,)
<HX")— HY"|K1KV1Vs) — H(K1 K2 V1 Vs)
+ H(Y™) 4 nd,

SH(X™) =) H(Yi| KiKaViVaY' ™)
i=1

— I(K K ViV X™) + H(Y™) + né,,

< H(X™) =Y H(Yi| KiKa VoY = X

i=1
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— (K1 K>ViVo; X™) 4+ H(Y™) +né,,
H(Y; | K{K,ViVo X'
I(K1KaViVo; X | X*=1) + H(Y;)} + néy,

(®) Z{H

— (K1 KoViVo X4 X)) + H(Y;) ) + nby,

H(Y;| K1 K ViVo X1

_Z{H

in which equality (a) is due to the fact that Y~1 —
(K1, K, V1, Vo, X"y — Y; forms a Markov chain.
To show this Markov chain relationship, we first have
that Y*~' — X! — X"Y;, which leads to Y*~! —
Xi-1 — X"Y; — (K17K27V1,V27Y;‘), and thus
Yi=t — (K, Ko, V1, Vo, X71) — Y. Equality (b) is
due to the fact that H(X; | X*~1) = H(X;), while in the last
equation, we set U; = KK,V Vo XL
On the other hand

-l-[ UZ,Y) (UZ,XL)}-FTL(S” 49)

H(K17K27‘/17V2)
=H(K,K>)+ H(V1,Va) — (K1, K2; V1, V3)

> H(Ky, Ks) + H(Vi, Va) — ne (50)

due to the requirement that I (K Ko; V1 V2) < ne, as specified
in (4).
Now,
H(Kl K27 Vl‘, ‘/2)
@ 10, K, Vi, Vi K1)

= ZI(Kth,Vl, Va; X; | X°71)

i=1

= I(Ky, K2, Vi, Vo, X5 X))
=1

= Xn:I(Ul/Xl)
=1

in which (a) is due to the fact that K7, K5, V;, and V5 are func-
tions of X ™.
Hence,

(D

H(Ky,Ky) <> 1(Ui; Xi) = H(V1, Va) + ne + nép. (52)
=1

Since V; and V5 are functions of X™, we have H (V, Vo, X™) =
H(X™). Together with (49), we obtain H(Vy,V3) >
Yo (U X5) — I(U;; ;). It follows from (52) that

H(Ky,Ky) <Y I(U;Yi) + ne + néy, (53)
=1

where we have used (49).
Now

H(K:) + H(K>)

= H(K17K2) + I(Kl,Kz)

(a) &

< ZI(U,;;K;)—}-ne—I—n&n—i-I(Kl;KQ)
=1

(b) 2

< Y I(UYi) + ne + nb,, + ne

i=1

(54)

in which we use (53) in (a) and condition (2) in (b).

Now, by introducing a random variable 7" uniformly dis-
tributed over the set {1,...,n}, and setting U = (Ur,T),
X =X7,Y =Yrand Z = Zp, we obtain the desired result by
following the standard single-letter characterization technique
[36].

APPENDIX B
PROOF OF THEOREM 4

Here we show that for any e, > 0, the triple (Ap ar, R1, R2)
with

Apnv <1- I(UZ’XP)I(_XI)(U27Y) )
Ry <I(U;Y) — e (55)
and
Ry < I(U; Y |Up) — €2 (56)

for auxiliary random variables U; and Us satisfying the fol-
lowing Markov chain U; — Us — X — Y, is achievable.

For a given joint distribution Py,p,xy (u1,us,2,y) =
Py, (u1) Py, v, (U2 [u1) Py v, (@ |u2) Py | x (y [ ), we use
the following scheme to achieve the promised performance.

A. Legacy System

We keep the legacy system intact; that is, we use the same
coding and decoding schemes as the single key system [25].
To assist the presentation, we give an overview of the de-
sign of the legacy system [25]. For a given joint distribution
Py, xy(ui,m,y) = Py x(ui|2)Pxy(zy), the legacy
system is designed using the following scheme.

1) Code Construction: Fix v > 0and n > 0, and let £ =
n/3. Randomly select M; = 2"(I(U1:X)+7) sequences U* from
Ti 1.6 x> and divide them into 2" /(1 X) =TV +740) ping
so that each bin contains 2" (U1:Y)=n) typical sequences. We
use Q1 to denote the bin index, and K; to denote the index
of the sequence within each bin. Denote the set of these M,
sequences by M. From the construction above, we can see that
each sequence u} € M is uniquely identified by two indices
(q1(up), by (up)).

2) Enrollment Stage: For each ™ € X™, we associate a
sequence uy € M with it by the following procedure. First,
we find a list of sequences in M that are jointly typical with
z". If there is more than one sequence in the list, we set 4] to be
the one with the smallest index (we first compare the bin indices
and if there is a tie, we then compare the index within the bin).
If no such sequence exists, we set uy' to be the sequence with
index (g1 = 1,k1 = 1). Using this procedure, we associate
every " € X™ with a sequence u} € M;. We then store the
bin index ¢; (uf) in the database and set the key value as the
index ki (uf).
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on(I(Y:Ua|Ur)-5)

Qn(I(XUalU1)+6)

on(IU) )| _ e

on(I(U5;X)+7)

Fig. 7. Codebook used for the incremental design approach.

3) Release Stage: With the noisy measurement y", and the
bin index ¢; stored in the database, we obtain an estimate k-
of k1 using the following procedure. We first look for a list of
sequences in bin ¢; that is jointly typical with y™. Then, we
obtain an estimate 4} of u} as follows: 1) if there is only one
sequence in the list, we set 4} equal to this sequence; 2) if there
is more than one sequence in the list, we randomly choose one
sequence from the list and set 4} equal to this sequence; 3) if
the list is empty, we set 4] to be the first sequence in bin g¢;.
Hence, each y™ € Y™ has one 4} associated with it. We then
obtain an estimate of the key ];1’ by setting it equal to the index
of 47 in bin ¢;.

In [25], we show that for any €, we have

(57
€ (58)

for sufficiently large n.

B. New System

1) Code Construction: To construct the codebook of
the new system, we need to use the codebook M of the
legacy system. For each uf € M, randomly select a set

Ap, (u}) of typical Uy sequences from T[’;leUl] o (ul) with
size |Ay, (u})| = 2nU(XU21UN+9)  Since the size of the set

My is M; = 20X+ we have

on(I(U1;:X)+7) gn(I(X;U2|[Ur)+¢)
= 2"(1(U1§X)+I(X;UQ|U1)+,Y+¢)
— on(I(X;U2)+7v+4)

Uy sequences. We use M to denote these 2" (I(XiU2)+71+¢)
sequences. For each set Ay, (ul]), we divide these sequences
into 27 (X;U2 | Un)—I(Y;U2 | U )+6+0) ping, so that each bin con-
tains 27302 1U1)=8) typical sequences. We use Q5 ranging
from 1 to 2nU/(X:U2[U)=T(V:U2 [U)+648) 1o denote the bin
index, and use K, ranging from 1 to 2702 1U1)=5) (o de-
note the index of the sequence within each bin. The codebook
structure is shown in Fig. 7.

2) Enrollment Stage: For each ™ € X™, we associate a
sequence uy € M with it by the following procedure. First, we
use the procedure in the old system to find »7 that is associated

with z". As discussed in Subsection A of this appendix, this
step can always be done. Then, we find a list of U3 sequences in
|Av, (u})] that are jointly typical with 2. If there is more than
one sequence in the list, we set u5 to be the one with the smallest
index (we first compare the bin indices and if there is a tie, we
then compare the index within the bin). If no such sequence can
be found in |Ay, (u} )|, we randomly select a u}y from |Ap, (u})]
using a uniform distribution. Using this procedure, we associate
every " € &A™ with sequences u7 and uj. We then store the
binindices ¢1 (u}) and g2 (1} ) in the database of the new system.
We set the key value of the new system to k(v ). Hence, in our
scheme, Vo = (Vi, Q2), Ko = {1,..., 2" U2 [Un)=A)1

3) Release Stage: With the noisy measurement y™ and the
helper data v = (q1,¢2), we obtain an estimate ko of ko for
the new system using the following procedure. We first obtain
an estimate 47 using the release procedure of the legacy system
as outlined in Subsection A of this appendix. And then, we find
a list of u% sequences in |Ay, (47)] that are jointly typical with
x™. Then, we obtain an estimate @5 of u% as follows: 1) if there
is only one sequence in the list, we set 4y equal to this sequence;
2) if there is more than one sequence in the list, we set @5 to be
the one with the smallest index (we first compare the bin indices
and if there is a tie, we then compare the index within the bin);
3) if the list is empty, we randomly select a sequence from the
set Ay, (4}) using a uniform distribution and set 4} to be this
sequence. Hence, each 4™ € V™ has 11’]: and 45 associated with
it. We obtain an estimate of the key k, by setting it equal to
ko (13).

4) Error Probability Analysis: This analysis is similar to that
of the proof in Appendix A and is thus omitted.

5) Rate Analysis: For any u3, we have

PP =wl< 3 PRE" (59)
x™ GT[HX | Us],€ (“5)
< 9~n((U2:X)=0) (60)

in which ( is a function of &, and goes to zero as & decreases.
Thus,

H(Up)= Y -P[Us =us]log(P[Us = uj])
ul € Mo
> Z P U3 = u3]n(I(Uy; X) — ()
ul € Mo

=n(I(Uz; X) — Q). (61)

On the other hand,

H(Q1,Q2)
< H(Qq) + H(Q2)

(@)

< n(I(Uy; X) = I(U;Y) +v+1n)
=n(I(X;U1,Uz) = I(Y; Uy, Us) + v +n+ ¢+ 3)

© o I(XU) = IV Us) 4 v+ 0+ 6+ 0)  (62)

where (a) is due to the fact that (J; ranges from 1
to 2nIWULX)-I(WrY)+v+n) and (@, ranges from 1 to
on(I(X5U> [UN)=I(Y3U2 |[U)+¢+0) . The equality (b) is true
because Uy — Uy — X — Y forms a Markov chain.
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Since each U3 in the codebook is uniquely identified by

(Ql,Kl,QQ,KQ), and SiIlCC H(U%L) = H(Ql,Kl,QQ,KQ) =
H(Q1,Q2) + H(K1, K2|Q1,Q2), we have

nrH(Ky, K>)
>n H(K, K| Q1,Q2)
>n" " (H(Uy) — H(Q1,Q2))
> (I(U; X) = ()
—(I(X502) = I(Y;U2) +y+n+ ¢+ )
> I(Y;Us) — €

in which we set € = ¢ 4 v + 7 + ¢ + (. Hence

n tH(K>)

H(K,, K>)
H(K,,K>)

— H(K, | K>)
- H(Kh)
Y;Uy) =€ —I(Y;Uy) —
Y Uo|Uy) — € —e.

AVARLY

I(
I (63)

Thus the rate requirement is satisfied.
6) Independence Analysis:

n" (K Ky)

=n"Y(H(K,Ky) — H(K;) —
I(Ul,Y) —T]+I(U2;Y|U1)
— B — H(K:1) — H(K>)

(Ula

(b)
gl

H(K3))

V)=n+IUsY|U)=-6
—(I(UY) —e) = (I(Y;Us|U1) —€ —¢)

:2e+e—ﬁ—n. (64)

Here, (a) is due to the fact that K; ranges from 1 to
2n(I(ULY)=1) and K, ranges from 1 to 2702V [U0)=F)
And we use (57) and (63) for (b).

7)  Security Analysis: From (6,3), we know that
H(K1,K2|Q1,Q2) > n(I(Y;Us) — € ), and hence
n T (K, Koy Vi, Va)

= I(K1,K2;Q1,Q2)
" (H (K1, K) = H(K1, K2 | Q1,Q2))

< I(UrY) =n+ 1(Us; Y |Uh)
—B—(I(Y;Us) =€)

< 4n+p. (65)

Thus, the helper data stored in both database does not provide
any information about the generated keys.
8) Privacy Analysis:

H(X" | W)
= H(X"|Q1,Q2)
=H(X"Uy|Q1,Q2) — H(Uy| Q1,Q2,X™)
= H(U3|Q1,Q2) + H (X"|U3)
- H(U;|Q17Q27Xn)
()
> ’n(I(UQ;

Y)—¢)+ H(X"|U3) - H(Uy|X")

=n(I(Up;Y) —€ )+ H(X™)

> n(H(X) — (I(Uy; X)

- H(Uy)

Y) =€ —y—¢)
(66)

—I(UQ;

in which (a) is due to (63), and (b) is due to the fact that in our
codebook, UZ has at most 2 (X;U2)+7+¢) possible values.

On defining €5 = max{(e + v + ¢)/H(X),e + ¢ ,2¢ +
€ — 68—, € + n + [}, from (63) (rate requirement), (64)
(independence requirement), (65) (security requirement), and
(66) (privacy requirement), we have that

Apnv <1- I(UZ’XP)I(_XI)(U27Y) )
R <I(U;Y) — e (67)
and
Ry < I(U; Y|UL) — €2 (68)

is achieved by the presented scheme. The proof is thus complete.
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